Performance Engineering Team Lead, EnerNOC

Monitoring The Industrial Internet Of Things
A Guide To Application Performance Monitoring In Splunk
Chris Winkler
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Disclaimer

During the course of this presentation, we may make forward looking statements regarding future
events or the expected performance of the company. We caution you that such statements reflect our
current expectations and estimates based on factors currently known to us and that actual events or
results could differ materially. For important factors that may cause actual results to differ from those
contained in our forward-looking statements, please review our filings with the SEC. The forward-
looking statements made in the this presentation are being made as of the time and date of its live
presentation. If reviewed after its live presentation, this presentation may not contain current or
accurate information. We do not assume any obligation to update any forward looking statements we
may make. In addition, any information about our roadmap outlines our general product direction and is
subject to change at any time without notice. It is for informational purposes only and shall not, be
incorporated into any contract or other commitment. Splunk undertakes no obligation either to develop
the features or functionality described or to include any such feature or functionality in a future release.
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Agenda

« EnerNOC Intro
- Performance Engineering Intro
« Splunk and EnerNOC
Epiphanies
Q&A

@ ENERNOC
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EnerNOC'’s Energy Intelligence Software

For enterprises: platform and solutions focus on the 3 drivers of

energy expense
CONTRACT + BILL

L}
ATE
— — 1 E
p—

=) & (D

How you buy it How much you use When you use it
Budgets and Procurement Visibility and Reporting Demand Response
Utility Bill Management (UBM) Facility Optimization Demand Management

Project Tracking

@ ENERNOC
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EnerNOC EIS Platform

CONTRACT

S £ 3««\)
€Y

How You How Much When You
Buy It You Use Use It

Utility

Partners

4000/1000 Users Daily/Hourly Co:gtories

EnerNOC Cloud Cloud
HEnerNOC Hosted Hosted Web Hosted
osted Web Aoblicati .
pplication Servers Application
Response DA Servers Servers
Dispatch
EnerNOC Cloud Hosted
Data Streaming and Processing at Scale Database Database
Servers Servers

32TB Persisted
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About Chris

Performance Engineering Team Lead @ EnerNOC since 2011

#1 Goal — Improve customers' experience while ensuring reliable and scalable applications
are delivered into production

Started using Splunk to parse data from web logs in March 2012
— Self proclaimed winner of the “Best Splunk Index” award at EnerNOC ,
3 years in a row

Fostering a culture of performance at EnerNOC
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Team Mission: Ensure Platform Scalability & Stability

“Bet your Business” platform
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Questions We Want Answers To:

Q: How fast can we reduce energy consumption across all of the buildings in
a region?

Q: How quickly can we send Demand Response notifications?

Q: How quickly are we processing device readings into our platform

Q: Who is using our platform?

Q: How many people logged into each of our applications today?

Q: What did they do after logging in?

Q: How was their experience?

Answer before Splunk:
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Where Did We Start With Splunk?

. 2012 Splunk POC

— Web logs forwarded into Splunk for analysis

« 2013 Splunk On-site training
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Where Are We Now?
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My Splunk Epiphany

- index=server "logged in" | timechart span=10m count "
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Which Led To:

index=web | timechart span=2m dc(userName)

Total # Unique Concurrent Users of One of Our Applications

400
300

200

# Users

100

12:00 AM 8:00 AM 4:00 PM 8:00 PM
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Which Led To:

Application Performance Metrics Dashboard

Edit v More Info v + -

Cumulative # of Logins Into One of Our Applications Cumulative # Logins Into Another of Our Applications Total # Un|que Logins Into Internal Application # of Unique Users of One of Our Mobile Applications

2274 38 87

Total Unique Concurrent Users of One of Our Applications Total Unique Concurrent Users of Another of Our Applications Requests per Minute on One of Our Applications Requests per Minute on Another of Our Applications

40

Count

200 1,000
| 1
10 [ -

12:00PM  4:00 PM 8:00 AM 2:00PM  4:00 PM 8:00 PM 8:00 AM 12:00 PM  4:00 PM 8:00 PM 4:00 AM 8:00 AM 8:00 PM
Application Response Times Application Response Times Application Response Times
10 6
I perc95(rt) 5 " M perc95(rt)

M avg(ry) M avg(ry)
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Secret Sauce: Instrumentation
=

= e
e Userld ? ?

. M Et h (@) d SecSeCret. .o

Sa1 Sauce uce

* Elapsed time

INFO [EnernocAbstractBlazeAdapter] ajp-10.1.15.191-8009-4 ServiceCall service=data-servi
jboss
INFO [EnernocAbstractBlazeAdapter] ajp-10.1.15.191-8009-4 ServiceCall service=data-servi

jboss

INFO [EnernocAbstractBlazeAdapter] ajp-10.1.15.

jboss
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Epiphany #2

Use Splunk to monitor critical business processes: interval data collection

Challenge:
Our meter data needs to be fresh, accurate, and available to our customers.

- Are we meeting our data collection SLA and can we proactively
alert on data latency problems?

- How long does it take for readings to be processed and
available to our front end applications?

- Does our data collection process scale?

- What are the interval collection counts, by device type,
over time?
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Data Collection: From Device To Disk

Device Data Needs To Be Available To Our Front End Apps Quickly

@®ENERNOC
[ ===

[EIEwEE

R —
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Data Collection Architecture

6415 site servers 9058 data streams
. 10 Jace 62 - 2 second
S-Series 145051 419 - 1 minute b h XMPP- L E‘:?fﬂd
S1/52/LSSI/M2 ok 8577 - 5 minute
R peak: 10856/min TS
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Performance Budget and Instrumentation Requirements

== Interval
~ Timestamp

S

i

Data Collection Performance Budget

MPP Serve
f) XMPP to Event Processor f

KPI’s: Start and End

timestamps of o T
Interval available -~ /0 . A
each component to front end apps -
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Secret Sauce: Instrument the Incoming Data

=
= 2

?

* Data stream ID
* Device type

* Reading value -
* Source timestam

* Processed timestamp

o

> | 7/8/16 #s<jul 2016 2:55:54 PM UTC> eReadingBean>
TDVVD-OOOAyi elf-tuning)'> <> <> <> <1467989754437 nt: [sender=001ecOa
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saveRea
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ptalk
[fMeasure:

1, def1n=dl:’t eamilam

. nmodit 7ELECT\ICIT\ .
sitesS:

ody=null]>

_PTALK, data

prdepcep01.enernoc.net opt/oracie2/middleware/user_projects/domains/enernoc_domain/server01/serverlog
> | 786 ####<Jul 8, 2016 2:55:54 PM UTC> <Warning> <com.enernoc ver> <[ACTIVE] ExecuteThread: '13
10:55:54000 AM  elf-tuning) <1467989754436> <BEA-000000> < @ptalk.enernoc.net/s1, recipient
ull, sys 00423 51/00000000/pulse_2, definedDstreamham
00000/puls 016-07-08 14:55:02, readingValu
erv @ convertedUOM=KW, channelld=
saveReading=true, Y
pO1 enernoc.net opt/orac
> | 786 55:54 PM UTC> <Warninz> E

2016

<[ACTIVE] ExecuteThread: '13°

000 AN 1f-tuning)"'
ull, systemType
annan/nnles 1

splunk> (conf201s




Data Co

CEP DCS

Welcome to the CEP DCS dashboard. This dashboard shows metrics for the
collection of data from S-series devices through CEP:

Latency measurements are the median latency, meaning 1/2 of the intervals are faster,
the other 1/2 are slower.

Interval counts are broken down by device type.

The past hour, 4 hours, 24 hours, and weeks are shown.

Latency - Past Hour

£
go2
>
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Soa
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3
2
=

8:00 PM 8:30PM 9:00 PM 9:30 PM 10:00 PM

Thu Jun 23

2016

Date
Interval Collections - Past Hour
I JACE_PTALK_V2_SS Lssis1 MM M2_PTALK [ S1_PTALK

40,000

Thu Jun 23
2016

llection Dashboard

Edit v L.

Device Trending Reading Count - Past Hour
I JACE_..v2_Ss tssis1 @M wm2prak B siprak [ s2_PTALK
20,000
£ 10,000
1550 PM 10:00 PM 10:10 PM 10:20 PM

Date

Latency - Past 4 Hours Latency - Past 24 Hours
0.4
£ £
£ €
> >
g o - 9
] H
& 202
Soa 5
5 5
3 3
2 2
H =
7:00 PM 8:00 PM 9:00 PM 10:00 PM 12:00 AM 12:00 PM 6:00 PM
Thu Jun 23
cuso 2016
Date Date
Interval Collections - Past 4 hours
I S2_PTALK I JACE_PTALK_V2_SS Lssis1 MM M2_PTALK M S1PTALK [ S2_PTALK
40,000

€

3 20,000

S

8:00 PM 9:00 PM 10:00 PM

2016
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Epiphany #3

Use Splunk to monitor our platform during Demand Response events

Challenge:
When EnerNOC is dispatched by a grid operator, we have to reduce energy
consumption across a region...FAST!!!

How quickly have our devices responded to our control commands?
How many devices can be curtailed within SLA? Does our platform scale?
- How does today’s performance compare to the past?
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Secret Sauce: Monitor Device Workflow States
=

= ? s
?

?

* Monitoring enhanced to capture device workflow states

SecSecCret. ¢
Sa1 Sauce uce

SCUGLla L1lgooo= g
CURTAILING
CURTAIL_COMPLETE
2 CURTAIL_EXCEPTION_DETECTED
</responseData>
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Monitoring Device States During Demand Response Event

KPI’s highlighted
in the top row

Count of meters as
they progress
through all phases of
the event

Action Workflow Performance

Action Creation
Time(s)

April 11

Test Results - Past 30 Days

Curtail Time(s) Restore Time(s)

-X\
11:55 AM 2:00 PM
Mon Apr 11
Date/T:

Number of Sites Number of Sites Number of Curtail Number of Restore
Curtailed R d Exceptions E {

eeeeeeeeeeeeeee

2,998 2,995 2 1

12:05 PM

Response Time Trends - Last 45 Days

\

Restore

Performance comparison to
recent events

Key Takeaway:
Log KPI’s to track performance in Splunk
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\

Epiphany #4:

Use Splunk to monitor Notification Platform Performance

P

Challenge:
When EnerNOC is dispatched by a grid operator, we have to notify our
customers.....FAST!!!

+ How long did it take to send out the notifications?
How many notifications were sent?

Does our notification process scale? How many can we send within our SLA?
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Notification Instrumentation Requirements

First Step: breakdown architecture and identify KPI’s

Dispatch
T

rigger
L Action Build Notification| Send Payload tofmEiER{e]@=Ye)le (= o] ISP Time Time to open
Creation Payload Provider send Notification

e Start and end timestamps of each component
* Unique identifier for each notification event (allows us to find the needle
in the haystack
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Notification Performance Dashboard

Total DR Notifications Sent # of DR Notifications Sent Infopush top 10 DR events by contacts

4.000 ‘ ‘ Action Contacts Start End-to-End
7,454 ﬂ : ,
:
|

Total Alerting Notifications Sent # of Alerting Notifications Sent Top 10 Fastest Alerting Events Top 10 Slowest Alerting Events

-l 6 81 : frEn | G| e = TEn | @y e Endtoend
H } / 8061127001146669663254 6/23 ,jl‘, 74 4659127001146666794341 2 ’:j", 200328
’ L] lu h\\ * 0 g = e D ) e =
Ll ‘ ==

Key Takeaway:
Instrument your code and log KPI’s
to track performance in Splunk
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Key Takeaways

Use Splunk to visualize performance of your IOT infrastructure

Breakdown the anatomy of your application & identify the KPI’s

Instrument your application to capture the KPI’s

Create Performance Dashboards for critical business processes

——_ v ¢
G + e = T

Persect Tooe+Hher
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Business Benefit

* Promoting a culture of performance:

* Increased visibility in performance metrics = increased incentive to make
apps faster

* Performance monitoring against SLA’s in development and production
* In depth understanding of our limitations/capabilities

* Alerting of performance issues to minimize custom impact
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Get in touch: cwinkler@enernoc.com or LinkedIn
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