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Forward-Looking Statements

During the course of this presentation, we may make forward-looking statements regarding future events or
the expected performance of the company. We caution you that such statements reflect our current
expectations and estimates based on factors currently known to us and that actual events or results could
differ materially. For important factors that may cause actual results to differ from those contained in our
forward-looking statements, please review our filings with the SEC.

The forward-looking statements made in this presentation are being made as of the time and date of its live
presentation. If reviewed after its live presentation, this presentation may not contain current or accurate
information. We do not assume any obligation to update any forward looking statements we may make. In
addition, any information about our roadmap outlines our general product direction and is subject to change
at any time without notice. It is for informational purposes only and shall not be incorporated into any contract
or other commitment. Splunk undertakes no obligation either to develop the features or functionality
described or to include any such feature or functionality in a future release.

Splunk, Splunk>, Listen to Your Data, The Engine for Machine Data, Splunk Cloud, Splunk Light and SPL are trademarks and registered trademarks of Splunk Inc. in
the United States and other countries. All other brand names, product names, or trademarks belong to their respective owners. © 2017 Splunk Inc. All rights reserved.
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Agenda

Introduction Our Approach

COCUS & Me Technologies &
Implementation

iy (5%,

The Challenge Next Generation
What's the problem and New Stuff
why is it important? Q&A
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© 2017 SPLUNK INC.

Martin
Senebald

Unit Manager Data Analytics & Cloud,
COCUS AG

» Senior IT Consultant
* Strong technical background
* Architect for data and cloud solutions

» Strategic Management for Data
Analytics & Cloud @ COCUS
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« Strong experiences in the telecommunications, Employees
IT, Media & Entertainment (TIME) and
Automotive sector

* Extensive telecommunications and connectivity 3
know-how as basis for the new connected world, Locations

especially the Internet of Things

» Strategic Partnerships with Technology Leaders 1

Company

Performance scope:
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The Challenge

What's the problem and why is it important?
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The Challenge

Wild guesses..

» Most companies provide online services to their customers
» A lot of us are heavily reliant on it

» A few of us provide the service “alone”

» The service is likely to change

» Sometimes customer behaviour is hard to predict
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Focus on Customer Experience
Delivers Profit”

Anna Farmery, The Engaging Brand
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for Business Critical Services
The Challenge

To provide best in highly Distributed Environment

Customer Experience

with fast Evolving Products
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*
Our Approach
E::O‘ Technologies &
Y O . Implementation
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S o I u t i O n F o c u S Activations rejected (because of duplicates, risk check, ...)
-
Getting Insights o2webout | | s | [
1 | 0 4
" Started l - ) - ‘
. i activations |
» our own System & Services ET-IN
e e — r
* In-depth Monitoring of Services and
Processes using Splunk -
» External Services & Partners 081D i vet ma"] [07'“?"’““{
1 176
* Monitoring Integration of 3" party ——
P rOVi d e rS FLEX Activations WITHOUT ID card verification
> Customers Experience Completed in <5 min Not completed Rejected To'
Measurements 99.5% 0.4% 3.6%
° lee G A, Omnitu re Volume of activation by duration
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Monitoring Limits
Why that might not be enough

» Internal Monitoring » Partner & external » Customer

. Restricted in Services Experience
resolution and - Usually limited Measurements
granUIa”ty to own inﬂuence what KPls ) |Ssues hard to track
systems are to be delivered . .

_ * Realtime? Various a

* Not covering * Realtime? Usually lot
complete process not _
flows (as the _ _ * Feedback might not
Customer * Integrating this be related to your
experience it) mformahon can be service

tricky

* Depending on
Customer usage
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External Service Monitoring

What would we like to have

» Independent of Customer usage to know if services are as they should be

» Make sure all critical processes are working as expected and see how a
customer would experience them

» In case of errors and problems we want to see what went wrong where
» Under certain load we want to know how that affects the experience

> Simulate regularly Customer Journeys <
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External Service Monitoring

How do we do it?

» Leverage Cloud Providers

* To simulate customers where they are amazon
* To scale and simulate as many as we want webservices

* For reliability (failover, backup, exclude local problems)

» Use JMeter as Testframework
APACHE

* To generate Testcases with Journeys _—
* To run the Testcases // JMEter
* To capture metrics

» Use Splunk
* To distribute the Testcases

* To schedule the the Tests S pl u n k

* To gather all information and get the insights
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Integration
Splunk + AWS

/\—/ Region 1 \
/ jMeter” I

5 19
% — \ ;® J :ii :ii

\ Services

-
T n Region 2 \ )
N—
/ jMeter’ /
—® Splunk Environment
%
=)

| ° 2

J =
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@ TestPlan

S e rVi ce TeSts v 0 Thread Group HTTP Request

/: User Defined Variables Name: #2 Produktauswahl
% User Defined Variables

2% HTTP Cookie Manager IA(czmmentare:
A HTTP Authorization Manager
H OW to test? ){ HTTP Header Manager

. % HTTP Request Defaults Web Server
v New customer proces Protokoll [http]: Server Name ode
”: 81 Home HTTP Request
y
/" #3 Orderprocess Methode: GET ¢ Pfad: 3{
/" #4 Cinema Paket
/" #5 Bestell Daten
/" #6 Personliche Daten

sl B B B 01 0B 1 01 1§

* For Load and Performance Testing

* For Var|ous PrOtOCOIS/App||Cat|OnS > 81817 2017-08-18T13:01:25.848000 name=" - Homepage" testid="ca926-de34" run=4043

3:01:25.848 PM =0K elapsed=731 tpt=1 tps=1 tpf=0 tot=1 tos=1 tof=0 bytes=1872 test_host=aws-service-m
124-160-168 TEST-CATEGORY="servicemon-store"”

> I estca SeS host = aws-service-mon-hfw-10-124-160-168 = source = sourcetype = jmeter_test
>  8/1817 2017-08-18T12:56:25.904000 name=" - Homepage" testid="ca926-de34" run=1234

2:56:25.904 PM =0K elapsed=1992 tpt=1 tps=1 tpf=0 tot=1 tos=1 tof=0 bytes=1872 test_host=aws-service-
-124-160-168 TEST-CATEGORY="servicemon-store"

@ UseS Testplans’ Steps, MOdUIGS host = aws-service-mon-hfw-10-124-160-168 | source sourcetype = jmeter_test

> 81817 2017-08-18T12:51:25.936000 name=" - Homepage" testid="ca926-de34" run=3814
2:51:25.936 PM =0K elapsed=414 tpt=1 tps=1 tpf=0 tot=1 tos=1 tof=0 bytes=1872 test_host=aws-service-m

> I nfo rm ati O n 124-160-168 TEST-CATEGORY="servicemon-store"

) APACHE

» JMeter Framework JMeter

* Open Source Platform

Automatisch Redirects folgen Folge Re¢

-VVVVVVU

host = aws-service-mon-hfw-10-124-160-168 = source = sourcetype = jmeter_test
> 81817 2017-08-18T12:46:27.657000 name=" - Homepage" testid="ca926-de34" run=9394
2:46:27.657 PM =0K elapsed=1243 tpt=1 tps=1 tpf=0 tot=1 tos=1 tof=0 bytes=1872 test_host=aws-service-
® Save a” responses -124-160-168 TEST-CATEGORY="servicemon-store"
host = aws-service-mon-hfw-10-124-160-168 = source = sourcetype = jmeter_test
>  8/1817 2017-08-18T12:41:26.045000 name=" - Homepage" testid="ca926-de34" run=1537

2:41:26.045 PM =0K elapsed=719 tpt=1 tps=1 tpf=0 tot=1 tos=1 tof=0 bytes=1872 test_host=aws-service-m
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Scenario in a App

Splunk Apps as Container

» Test Instance
* Jmeter is locally installed
* Splunk Heavy Forwarder is installed
* Configured via Deploymentserver

*is provided by a custom module

.

A

Testing Instance on AWS

w
= lunk N
2] splun
Testscenario 1
APP | Jjmx / additional resources
Testscenario 2
APP | . Jmx / additional resources
Testscenario 2
APP | . Jjmx / additional resources
APACHE
/ |Meter”
(034

/
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Scenario in a App

Splunk Apps as Container

» A JMeter Testcase is bundled in a
Splunk App

* Including the Scheduling information

* Including Testscenario from Jmeter
* Using a JMeter Stanza

* Facilitates Modular Input for Jmeter
* Converts Jmeter

OPEN FILES

inputs.conf

FOLDERS
v B CA-jmeter- [jmeter://etc/apps/CA-jmeter- fscenarios/store_sk
v = default interval = 300
[B app.conf index gomez
5] 4 category
» [ metadata > jmeter_exec=/opt/apache-jmeter-3.2/bin/jmeter
» [ README :
v > scenarios
[® store_ 2.jmx
Event

)1 AM

'9 AM

AWV

fbstart=2017-09-05T09:36:19.561000, testid=8526534,pseq=5,1b="#5 Logout",rtime=77,rc="302",rc200=0,
-168,method="GET", cookies="affiliate=WHPBO1undefinedundefined; JSESSIONID=8077B2F2271B3E7630B87E9Y
3210pNOkYQn%2BcAOMvwmSBoSMGNd43 1HD%2Fz1jWBqy0lf9h3y0IN2DGmpCZZLXf0fp7dk8NQSQ¥%2B1mWpHTPyupUQ32We99)
TKARTE ,profile.available= I; nextde.emailinterception=true",

s Monitoring 1.0 Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8

aws-service-mon-hfw-10-1 tr_crm_configurator_test jmeter_page

fbstart=2017-09-05T09:36:19.479000, testid=8526534,pseq=4,1b="#4 CRM Konfigurator",hrtime=81,rc="20C
10-124-160-168,method="POST",cookies="affiliate=wWHPBO1undefinedundefined; JSESSIONID=8077B2F2271B3
JnKqzEHQBsI32i0pNOKYQn%2BcAOMvwMOBoSMGNd431HD%2Fz1 jWBqy0L1f3h3y0IN2DGmpCZZLXTOfp7dk8NQSQ%2B1mWpHTPY
USTRIA:ZWEITKARTE,profile.available=| i nextde.emailintercep
ttpRequest ) _'-Monitoring: Monitoring IT OSM Accept-Encoding: gzip, deflate User-Agent: Prog

ost: ", sample_success=1
aws-service-mon-hfw-10-1 tr_crm_configurator_test jmeter_page

fbstart=2017-09-05T09:36:16.210000, testid=8526534,pseq=3,1b="#3 Abo erweitern"”,rtime=3266,rc="200"
fae 0 124 460 168 morhad="CET" ~onlioc=toffiliatoly i fiped. ISESSTONTN-R077R9E2271
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monitoring

Last 60 minutes v m

Successful JMeter tests

100 %

(0-70: red, 70-90: yellow, 90-100: green)

! I host performance

t03 CPU load

Outcome 1.6

avg over last 5min / trend over selected timeframe

N A

Succesful Nagios checks

99 %

(0-70: red, 70-90: yellow, 90-100:green)

‘03 RAM usage

27.2

avg over last 5min / trend over selected timeframe

© 2017 SPLUNK INC.

Acetrax successful external service calls

t04 CPU load

1.3

avg over last 5min / trend over selected timefram:

\——‘—/\/\.

Process status (JMeter)

Percentage

M Success
I Failed
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Outcome

splunk

Search

© 2017 SPLUNK INC.

Senebald, Martin, ext

# of runs by test and category

BUSINESS

Next.DE Overview Service View v Technical View v
JMeter Overview
Category
Last 4 hours v Any
# of tests runs per category
20
15
“
2
2
= 10
b4
*®
5
7:00 AM
Tue Sep 5
2017

8:00 AM

9:00 AM

Success rate of tests for category "*' (100% means all test pages succeeded)

100

% success rate
w
s

10:00 AM

[ BUSINESS

B
Il WEBSALES
WEBSALES

# runs by test

Edit v | Morelnfo v

-&- Aboproc
& Aboproc
- Aboproc
-&- Aboproc

7:00 AM
Tue Sep 5
2017

Page result statistics per test for category "*"

category
BUSINESS

NEXT
NEXT
NEXT
NEXT
NEXT
NEXT
NEXT
NEXT

SKYGO

WEBSALES
WEBSALES

About

Support

name

Availability
Aboproces
Aboproces:
Aboproces:
CRM Confit
Login next.
Meine Date
PPV order |
Remote rec
Login www
Aboproces

PPV order \

File a Bug

Documentation

#testruns

Privacy Policy

47
48
48
48
48
48
48
48
48
48
47
47

# test runs with failures
47

c oo & & oo o & oo

8:00 AM

Tot pages success

47
576
576
528
240
240
240
336
184
144
470
235

9:00 AM
Tot pages failed Tot objects success Tot objects failed Avg test runtime (ms)
47 94 0 1432.425532
0 5136 0 11911.395833
0 5136 0 10626.791667
48 5136 0 8404.958333
0 2160 0 14446.083333
0 2256 0 10473.333333
0 3072 0 12364.062500
48 2544 0 10208.812500
56 2421 0 10918.062500
0 2976 0 1484.437500
0 3149 0 4163.021277
0 5495 0 8287.787234

10:00 AM

- Availabi
-& CRM Co
<& Login ne
-& Loginwi

Meine D
& PPV ord:
& PPV ord¢
- Remote

@ runtime

¢
8
g
3
2
2

© 2005-2017 Splunk Inc. All r

Splunk ~> listen to your data’



Outcome

Page success/failu

pseq

FURTRNNY

Average Responset

20,000

10,000

Infos for each page

page_label

#01 Home

#02 Login

#03 Abo erweitern
#04 CRM Konfigurator
#05 Logout

Responsecodes

100

# (log scale)
s

Jmeter Detailed

re analysis

Ib

#1 Home

#2 Login

#3 Abo erweitern

#4 CRM Konfigurator

#5 Logout

ime for each page

11:20 AM
Tue Sep 5
2017

11:20 AM
TueSep 5
2017

testid
8085428
4933965
4663517

‘samples_count

failures_count successes

0
0
0
0
0
11:25 AM 11:30 AM
_time
RC2XX RC3XX RC4xXX RC5XX ContentMatch ContentFailure Responsetime
33 0 0 0 3 0
36 3 0 0 3 0
57 0 0 0 3 0
3 0 0 0 3 0
0 3 0 0 3 0
11:25 AM 11:30 AM
_time
starting time html! images
05.09.2017 11:26:21 18101010 5l010/0
05.09.2017 11:21:29 18]010/0 5l0l0/0
05.09.2017 11:31:20 18101010 5l010/0

Shows the count of Retumcodes (2XX | 3XX | 4XX | 5XX) for the object groups "HTML' “Images/Pictures" Cascading Style Sheets" and "JavaScript’

Error Analysis

No result:

failures

css
3l|oloio
3jojoio
3l|0l010

© 2017 SPLUNK INC.

failure_rate_pct

— #01 Home
#02 Login

— #03 Abo erweitern
— #04 CRM Konfigurator

— #05 Logout

Splunk ~> listen to your data’
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Benefits

» Near Real-time feedback if Services & Processes running as exptected
» Independent and Adaptable Solution

» End to End View for Business Critical Services

» Internal & External View together

» Enables for faster time to resolve problems (immediate insights)

Jollly] Sl .conf2017



A Powerful Independent Tests
Solution

Adaptable Solution

End to End View
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Next Generation

What is on the Horizon
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Next Generation

Phantom)$ (i ~ rocearms N

~ Tool
Eng > state
£ N

link to
tickets

run jobs and r—

ad-hoc 3
commands System

/ corrective

actions : éomy ig,f';;;m
» New features @ | PageDuy

* Using PhantomdS for Javascript
Applications (like Angular)

* Replace Scheduling with Rundeck Y ritsin

)% HTTP Authorization Manager
2% HTTP Header Manager
% User Defined Variables
% HTTP Cookie Manager
- - Homepage
- Login

» New Use Cases T g

r\\ Response Assertion

* |Investigation Tests g Vewhasams s

1] worksench i . info (" "y
* Individual Tests (Chains of Testflows)
* Ad-hoch Loadtest
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Q&A

Martin Senebald | Unit Manager Data Analytics & Cloud,
COCUS AG
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Thank You -

£

Don't forget to rate this session in the
.conf2017 mobile app
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