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Forward-Looking Statements

During the course of this presentation, we may make forward-looking statements regarding future events or
the expected performance of the company. We caution you that such statements reflect our current
expectations and estimates based on factors currently known to us and that actual events or results could
differ materially. For important factors that may cause actual results to differ from those contained in our
forward-looking statements, please review our filings with the SEC.

The forward-looking statements made in this presentation are being made as of the time and date of its live
presentation. If reviewed after its live presentation, this presentation may not contain current or accurate
information. We do not assume any obligation to update any forward looking statements we may make. In
addition, any information about our roadmap outlines our general product direction and is subject to change
at any time without notice. It is for informational purposes only and shall not be incorporated into any contract
or other commitment. Splunk undertakes no obligation either to develop the features or functionality
described or to include any such feature or functionality in a future release.

Splunk, Splunk>, Listen to Your Data, The Engine for Machine Data, Splunk Cloud, Splunk Light and SPL are trademarks and registered trademarks of Splunk Inc. in
the United States and other countries. All other brand names, product names, or trademarks belong to their respective owners. © 2017 Splunk Inc. All rights reserved.
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A Framework for quantifying
IT service costs
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Who bears the cost of providing a service?

o HR

.
Security

Finance

ST splunk> EEETD
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Splunk is a service too!

s
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It’s not just chargeback...
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Do you need the help?

927 How do you handle chargebacks to business units within
views your organization?
licensing chargeback billing business

votes

© 2017 SPLUNK INC.

commented Jan 21, '16 by jplumsdaine22 2.6k

0

answers

0

0 252 Has anyone created a Splunk Chargeback Model that
answers  ERUERE includes number of and performance heavy searches,

not just data indexed and support costs?
search Indexing model chargeback

votes

aditad lan 8 1K e ahaonn dukda 88

1

vote

2 502 How to Create Chargeback Reports in Splunk.
answers views IS splunk  report chargeback

edited May 15. '14 by rohit31dec91 31
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But first - Vocabulary

Term Definition

Providing metrics and data regarding resource utilization
(without charging)

Implementing formal accounting practices to cross-charge
departments for resource or application utilization

Architecture supporting multiple different customers on
one implementation

In this context, all elements of a system, including: CPU,
Resources memory, storage, virtual environments/machines,
applications

Showback
Chargeback

Multi-tenant

splunk> I
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Defining Cost Basis

Type Definition

Fixed Service type with fixed costing, e.g. # of users

 Variable costs per environment like # of Search Heads,
Allocation Based Indexers, Apps, etc.
VM Based — small, medium, large VM costing

Utilization Based Variable costs — CPU, Memory, Storage, I/O

splunk> I
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What we will address
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DefiningSpIunk as a Service
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A Splunk Center of Excellence

Center of Excellence . . .
Engineering Operations

» Define Consumer Requirements Lead Admin
Organizations

Knowledge Admin Systems/Storage Admin
» Define your services: Developer Knowledge Admin
* Design & Development
* Analytics, Dashboards, APls, AnalySt

alerts

Analytics Lead

* Tiered Service Packs

* How are they metered & charged?

splunk> I
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Let’s dive into the
meaty stuff

splunk>  (€onf20i7



© 2017 SPLUNK INC.

Splunk Internals Overview

Component Purpose

In a distributed search environment, a Splunk Enterprise instance that handles search
Search Head management functions, directing search requests to a set of search peers and then merging the
results back to the user.

A Splunk Enterprise instance that indexes data, transforming raw data into events and placing the

Indexer : \ : :
results into an index. It also searches the indexed data in response to search requests.

A Splunk Enterprise instance that forwards data to another Splunk Enterprise instance, such as

Pkl an indexer or another forwarder, or to a third-party system.

An application that runs on Splunk Enterprise and typically addresses several use cases. An app
Application contains one or more views. An app can include various Splunk Enterprise knowledge objects such
as reports, lookups, scripted inputs, and modular inputs.

When you add data, the indexer processes it and stores it in an index. By default, data you feed to
an indexer is stored in the main index, but you can create and specify other indexes for different

data inputs.
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Taming the Beast

R
» Internal Splunk metrics will assist in [ splunk-@
understanding resource usage DMC

across the infrastructure &9 .-'.‘&

"
> You can choose when to charge and GEEEREEEDD EE

how to report against customer
usage

» Splunk architecture is flexible, but
considering how to chargeback may
help to define index layouts or
naming conventions

; M,
H ox & aY A
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On-Premise: Monitoring Console

The data necessary for

e [ —— chargebacks is available
Overview . ]
T e e via Splunk Core and easily
attained through the
Splunk Monitoring Console
e s ; p el n, s e (aka Distributed

Management Console).

38 Indexers 39 Search Heads :@= 1 Cluster Master Y
on 38 Machines on 39 Machines :E._\_: on 1 Machine |!I

11.23% 10.77%
chy oy
Frerage svernge
17.79% ] 18.12%
Memary seersoe Memory
avery

1 License Master = 1 Deployment Server -
on 1 Machine on r.mgmwy __\?
0 N/A N/A
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Splunk Internals Overview

Component Relevant Search

Search statistics can be used to calculate cumulative runtime per user or for
groups of users

Search
index=_audit sourcetype=audittrail
OR
“dmc_audit get searches for groups(*)"

License Usage statistics can be split by license pool, host, source, sourcetype,
or index

License

index=_internal source=*license usage.log type=Usage

OR

~

“dmc_licensing base usage(*,"")

Disk utilization may vary versus indexing rate. Index sizes can be captured via
REST calls.

Storage

rest splunk server group=* /services/data/indexes .
| plunk_server_group=r /services/data/ | splunk> EEIIZNT)



License Utilization

» Monitoring the indexing rate within the infrastructure
» Direct recoupment of Splunk license fees
» Useful when infrastructure growth can be attirbuted primarily to data ingest

» Flexible and granular ability to split license cost against:
* Types of data
* Hosts

Specific data sources

Assigned indexers

Some combination of those factors

splunk> I
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Pivot Reports

Q New Search
Lecaiull

Alerts

Dashboards

index=_internal source=*license_usage.log type="Usage" |

v

Search & Reporting

Save As v  Close

© 2017 SPLUNK INC.

stats sum(b) as bytes_indexed by idx, h, s, st, pool

20 PerPagev  “Format v

1dX8

default
default
default
default
default
default
default
default
default
default
default
default
default
default

default

h
10.250.140.48
10.252.110.49
167.235.13.205
ACME-001
ACME-001
ACME-001
ACME-001
ACME-001
ACME-001
ACME-001
ACME-001
ACME-002
ACME-002
ACME-002
ACME-002

Preview v

s

NTSyslog:Security
NTSyslog:Security
NTSyslog:Security
Linux:SELinuxConfig
Linux:Service
Linux:Update
Linux:VSFTPDConfig
MonitorWare:Security
Snare:Security
WinEventLog:Security
WinEventLog:System
MonitorWare:Security

OSX:Service

Snare:Security

Unix:Update

st

NTSyslog:Security
NTSyslog:Security
NTSyslog:Security
Linux:SELinuxConfig
Linux:Service
Linux:Update
Unix:VSFTPDConfig
MonitorWare:Security
Snare:Security
WinEventLog:Security
WinEventLog:System
MonitorWare:Security
OSX:Service
Snare:Security

0SX:Update

<Prev "1 2 3

pool

auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise
auto_generated_pool_enterprise

auto_generated_pool_enterprise

8 9 .. Next>

bytes_indexed
101760
100800
63840
4916080
5635875
3101850
4144764
12700
6104
56864
966
17311
6458712
9059
3542550




Storage Utilization

» Monitoring individual or aggregate index sizes and/or capacity
» Provides understanding of impact on storage cost
» Useful when indexes can be mapped to specific customers

» Account for usage outside of just ingest:
* Accelerated data models
* Summary indexing
* Data retention needs
* Replicated buckets

splunk> I
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Overview  Instances  Indexing v  Search v  ResourceUsage v  Forwarders v  Settings v  Runa Search Distributed Management Console

© 2017 SPLUNK INC.

rest splunk_server_group=* /services/data/indexes

join title splunk_server type=outer [rest splunk_server_group=* /services/data/indexes-extended]
"dmc_exclude_indexes’

eval indexSizeGB = if(currentDBSizeMB >= 1 AND totalEventCount >=1, currentDBSizeMB/1024, null())

eval maxSizeGB = maxTotalDataSizeMB / 1024

eval sizeUsagePerc = indexSizeGB / maxSizeGB * 100

stats dc(splunk_server) AS Instances count(indexSizeGB) as "Non-Empty Instances" sum(indexSizeGB) AS totalSize

avg(indexSizeGB) as averageSize avg(sizeUsagePerc) as averageSizePerc by title

l

eval totalSize = if(isnotnull(totalSize), round(totalSize, 2), 0)

| eval averageSize = if(isnotnull(averageSize), round(averageSize, 2), 0)

l

e

rename title as "Index" totalSize as "Total Size (GB)" averageSize as "Average Size (GB)"

Index © Instances © | Non-Empty Instances © l Total Size (GB) © ’ Average Size (GB) | averageSizePerc ©
_audit 44 44 360.27 8.19 7.949400
_internal 44 36 163.06 4.53 26.146210
_introspection 44 35 36.00 1.03 0.525491
access_summary

access_summaryz

adaptive 0.356447

faWal~LaYaYalal




Search Utilization

Monitoring searches against available capacity

Recoupment of Splunk infrastructure costs

Works well for customers with low indexing rates, but high search volume
Provides a depiction of system resource utilization within the environment

Cost can be associated with the number of searches or of search runtime as a
flat fee or as a percentage of total or relative capacity

Cost can be increased for peak hour workloads and discounted in off-peak hours
in order to discourage or incentivize users to schedule within specific time
windows

May target users, apps, or search name

splunk> £



splunk>  Apps v
Overview  HealthCheck  Instances Indexing v Search v

Search Usage Statistics: Deployment

Group Time Range: Only Ad Hoc Searches

o
Last 4 hours v | @ Yes Hide Filters
No

All Search Heads

Search Activity by User (53)

User Search Count Search Head Count Median Runtime
splunk-system-user 5445 2 0.47s
admin 0.80s
aivarson 1 047s
skoelpin 1 0.54s
jgonzales 1 047s
jbjerke 0.65s
tpeveler 0.39s
cmann 1 0.16s
jrodriguez 0.47s

ptang 1 0.34s

Click to see a list of search head names and a list of search strings.

Search Activity by Search Head (28)

Search Head Search Count User Count Median Runtime
ch-demo-itsi.hod.cloud 4011 11 0.44s
ch-demo-es 1 1 1.00s
ch-demo-zeus 2.53s
ch-demo-aws41 1 0.48s
ch-demo-ms 0.36s
ch-demo-citrix.hod.cloud 1 0.6s
rfp.demo.splunk.com 1 4 0.18s
ch-demo-fraud 0.06s

ch-demo-ml|

ch-demo-appmgmt.hod.cloud

Mike Wilson v

Cumulative Runtime
Th 26min 24.05s
16min 36.40s

4min 37.79s

3min 33.96s

9min 41.21s

1min 59.20s

2min 29.48s

22.56s

6h 25min 30.42s

43.15s

Cumulative Runtime
41min 36.16s

Th 21min 47.97s
39min 44.84s
24min 5.89s
6min 53.28s
42.43s

Imin 17.81s
19.79s

1min 15.32s

2h 53min 20.53s

Messages v

Last Search
08/10/2017 10:57:41
08/10/2017 10:55:39
08/10/2017 10:48:51
08/10/2017 09:37:33 -
08/10/2017 07:57:30
08/10/2017 08:04:16
08/10/2017 10:57:50
08/10/2017 10:21:20
08/10/2017 10:08:27
08/10/2017 09:50:58

Last Search

Settingsv  Activityv  Helpv

0500
0500
0500
0500
0500
0500
0500
0500
0500
0500
2

08/10/2017 10:57:50 -05

08/10/2017 10:59:13
08/10/2017 10:55:39
08/10/2017 10:55:18

08/10/2017 10:57:41 -0:

10:56:01
710:40:14
10:55:18
10:20:04
10:51:12

Find

Monitoring Console

© 2017 SPLUNK INC.
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Overview Instances Indexing v  Search v  ResourceUsage ¥  Forwarders v  Settings v  Runa Search Distributed Management Console

"dmc_audit_get_searches_for_groups(*)’

| stats min(_time) as _time, values(user) as user, max(total_run_time) as total_run_time, first(search) as search,
first(search_type) as search_type, first(apiStartTime) as apiStartTime, first(apiEndTime) as apiEndTime by search_id, host
| where isnotnull(search) | stats sum(total_run_time) as runtime, count(search) as search_count by user, host

| join host type=left [rest splunk_server_group=* /services/server/info | eval total_core_time = 60 * 60 * 24 *
(numberOfCores + 6) | fields host, total_core_time]

| stats sum(total_core_time) as total_core_time, sum(runtime) as runtime, dc(host) as sh_count by user

| eval user_core_perc = round(runtime / total_core_time * 100, 3)

| rename user as User, total_core_time as "Available CPU Time", runtime as "Total Search Runtime", sh_count as "Search

Head Count", user_core_perc as "Percentage of Available Search Time Used"

v

User Available CPU Time ' Total Search Runtime Search Head Count Percentage of Available Search Time Used +
admin 18835200 1553035.17 15 8.245
cjaramillo 1209600 86356.04 7.139
mcorf 1209600 86351.83 7.139
psow 1209600 86347.97 7.139
vvajdic 1209600 75029.41 6.203

woneill 6220800 349366.63 5.616

sainsworth 1209600 31166.42 2.577




Grouping to Cost Centers

» Utilizing lookups allows you to group units of usage together and assign costs:

* Map users, data sources, indexes, and other units to chargeable organizations and usage
allocations

* Associate a dollar value with search, license, or storage usage

» Example: associate index with group and license volume

Edit Lookup File

customers.csv

Right-click the table cells for more editing options

1

o A W N

group
Unix

Development Team
Marketing
Marketing

idx
0s

0s
icloud

stocks

max_lic_GB
3

3

2.25

2.25

Import from CSV file: = Choose File | No file chosen

Revision: Current version
percent_ownership

50

30

100

100

splunk> I



Customer-wide Services

» Some usage will be in the best interest of the entire customer base
* Summary indexing
* Lookup generation
* Knowledge object creation (e.g. macros)
* Custom integrations

» Consider whether you’d want to charge for these or not
* Will you increase cost units across the board to account for this?

* |s this a beneficial service which actually helps to save resources (e.g. increases search
speeds, alleviates support burden, etc)?

splunk> I



Best Practices

» Summary indexing should be used in order to capture metrics, this enables:
* Access to a wider internal audience via RBAC
* Long term reporting without the need to extend internal log retention
* The ability to save data and calculate growth for storage metrics gathered via REST

» Use data enrichment (e.g. lookups) to group to cost centers

» Ensure that the DMC, License Master, and Search Heads are forwarding data
back to the indexing tier

» Chargebacks should not discourage use. Value derived could be used as
showback/credits

» Use all three methods together

splunk> I
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On-Premise: Chargeback App

Charge Back [k ©cots & v wemey 4 8

Sekect a Crowp Curency Symbot  License Rate / C8 oV Warm Saocage Rute / 08 Cold Storage Rate / 08
~ o - _ I ) 4 3 2 Tt
$ =3
¢
v
ndex L g Preds Ot Costs Confugur aton Aadn Ucense Review Lctnge Contuuration Oetals Sir age Contipuration Detads
Storage Detadl
Soburk Current 08 Avaidtie Percent Mas Inden Max Mot/ Warm Hot/'Warm  MoU'Warm Storage  Max Cold Sue Cold Calke Cold Ssorage Suivage Toead .
(o v Uned Ucente GO - Ownershvp Sue GB See GO Cole GO Comt s 6o Cont Cont Cont y |"l Onn

The Chargeback App
Wednesday, September 28,
2016 | 11:00 AM-11:45 AM
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Chargebacks for Other Services

» |Identify where cost is incurred

* E.g. licenses, hardware, services

» Identify measurable metrics which relate directly to the utilization and cost of the
system

* E.g. CPU cores, users, count of queries, servers, etc
» Capture metrics within Splunk
» Use data enrichment to associate responsible groups with cost centers
» Profit! (save money)
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ch-demo-fraud 0.2 sec 2197.2 sec 07/07/2016 12:30:33 -0500
CHSHO03 5 1.1 sec 24503.0 sec 07/07/2016 12:30:07 -0500
ch-demo-cis20 1 4.5 sec 24506.7 sec 07/07/2016 12:30:24 -0500

ch-demo-appmgmt.hod.cloud 1 5 06sec 12310.9 sec 07/07/2016 12:30:22 -0500

Click to see a list of users and a list of search strings.

Frequently Run Searches

Report Name/Search String Median Runtime Max Runtime Hosts Type

Notable Status - Action History 1.5sec 3.8sec ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

Dashboard Vu%ws - Action History ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

Per-Panel Filtering - Action History ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

Search Tracking - Action History ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

Threat - Refresh Correlation Searches - Administrative ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

Notable Suppression - Action History ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

service_health_monitor splunk-system-user CHSHO3 scheduled
ch-demer-itsi.hod.cloud

Audit - Potential Gap in Data - Rule admin ch-demo-es scheduled
ch-demo-panes
ch-demo-pci.hod.cloud
ch-demo-zeus

WildFire Reports - Retrieve Report splunk-system-user ch-demo-pan.hod.cloud scheduled
ch-demo-panes
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Measuring Cloud Services
Splunk App for AWS
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Cloud: AWS App

sphunk
Owwviews v Topology  Ussge v Trafc b Access Secwty v Aty Mg Sowwch v Splunk App for
Current Month Estimated Billing v | Memwor i 8
Accourt 1D Curwncy
T o 0.
phry
Extimated Cont - Month 1 Date Total Prsjected Cost - This Meoss Oveviews v Tepokogy  Usege TifokAccess v Seawly v Auit v Bleg v Seweh
'I 033 A  EC2 Instances v | e | (4]0
st, 206 $B,| e - ——
— ' A o . - A T —— Lant 30 days v
Extimated Cost by Acceunt Estimated Cost by Service
Running EC2 Instances. In-Use Reserved [C2 Instances Unused Reserved £C2 Instances

e (12
Arazonkln

Overview Bty Mwewsv ik O
Account 1D Bagoea Tags masch o) T Range s by Reg!
- o - AL e — Last 20 days -
Month over Month Comparison - Co
ooty Configuration Changes Notable CloudTrail Activity by Origin g n)large
L’ & i 2earge I
- § 2 mecum -
1 0 1 2 5 9 0 2 635 ; e _
) — S axurge
o ] ) O carge I
2 medus
0 I Auia Pachc (Sagasore) o : 2 s . s . y
EmE
| i Rusning €52 Instances by Region Over Time
ol S 2 Son »e n
Wie 2]
st
00
w00 _
[rane - 2 I s Pacic ot
= N [P —
Mon Jun 6 Man Jun 13 Mo jun 20 Vo jun 27 Mo 4 —_ » l w '.':,':.;’:‘
20 ||
Compute Instances Storage " on Jun & Maa jue 13 Won o 28 Mon Jun 27 Moe jut 4
2016
3 35 | g 1 3 5 1 5 - - -
Ve RUNNING INSTANCES TOTAL INSTANCES UNUSED £S5 VOLLAKS TOTAL £BS SUX GN)
Biling ELB CloudFront
s1,033 596,262 4 3,267,190 45,562
ESTAMATED COST - MONTH 70 DATE TOTAL COST - LAST MONTH [Ty REQUESTS REQUESTS TRAFFIC (i)
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Quantifying Usage

Metered Component Function

spluri(‘> App: Splunk App for AWS v

Ovel'VieW EC2 Instances

Individual EC2 Instances

= EC2 Compute & Application

All EBS Volumes

Individual EBS Volumes

ELB Instances E BS St
Some panels may individual ELB Instances have not beer O rag e

Hide Messages ~
Relational Database Service

Configuration C Lambda .
| copacy e ELB Load Balancing

Reserved Instance Planner

2 Reserved Instance Inventory

cREATES Capacity Planner Intended growth /

chargeback modeling

Storage / Data
management

splunk> m
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Estimated Cost by Account and Service - Month to Date .
EBS VO'UmeS Edit v = Morelnfo v

Account ID

Account

. Account ID Name Service Cost Percentage

Estimated Cost by Service

other (7) AmazonCloudWatch

AmazonS3 AmazonDynamoDB
AmazonRDS
AmazonKinesis

AmazonkElastiCache

AmazonEC2

Ub3bud 7 19428V ABU INC Awsuloualrall ) 0.27% v 15U
. psed M In-Use

063605715280 ABC Inc AmazonS3 '0.23%
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Charging for service
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Quantifying Usage

Estimated Cost by Account and Service - Month to Date

Metrics Cost Basis

Account
Account ID Name Service Cost Percentage

063605715280 ABC Inc AmazonEC2 $504 93.56%
063605715280 ABC Inc AWSDirectoryService $§7 '1.22% /\Ctual COSt

063605715280  ABC Inc AmazonCloudFront  $6 1.14% Dashboard Fixed # Of users + service

063605715280 ABC Inc AWSDataTransfer $6 :1 07% f
063605715280 ABC Inc AmazonRDS $5 :1 .02% ee
063605715280 ABC Inc AmazonSimpleDB $4 :0,68%

063605715280  ABC Inc AmazonElastiCache ~ $2 0.30% D|Sk

063605715280 ABC Inc AmazonKinesis $2 '0.28%

- . storage b /GB +
063605715280 ABC Inc AWSCloudTrail $1 0.27% Sto rag e Va ria b | e g y $ _
063605715280 ABC Inc AmazonS3 $1 :0,23% hOt/COId SerVICG fee
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Search Appendix

®  Search statistics from DMC

“dmc_audit get searches for groups(*)"

| stats min( time) as time, values(user) as user, max(total run time) as
total run time, first(search) as search, first(search type) as search type,
first(apiStartTime) as apiStartTime, first(apiEndTime) as apiEndTime by search id, host

| where isnotnull(search)

| stats sum(total run time) as runtime, count(search) as search count by user, host

| join host type=left [rest splunk server group=* /services/server/info | eval
total core time = 60 * 60 * 24 * (numberOfCores + 6) | fields host, total core time]

| stats sum(total core time) as total core time, sum(runtime) as runtime, dc(host) as
sh count by user

| eval user core perc = round(runtime / total core time * 100, 3)

| rename user as User, total core time as "Available CPU Time", runtime as "Total
Search Runtime", sh count as "Search Head Count", user core perc as "Percentage of
Available Search Time Used"
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Search Appendix

" License usage statistics from core

index= internal source=*license usage.log type="Usage"

| stats sum(b) as bytes indexed by idx, h, s, st, pool

" License usage statistics from DMC

“dmc_licensing base usage(*, "")°
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Search Appendix

® Storage statistics from DMC

| rest splunk server group=+* /services/data/indexes

| join title splunk server type=outer [rest splunk server group=*
/services/data/indexes-extended]

| “dmc exclude indexes”

| eval indexSizeGB = if(currentDBSizeMB >= 1 AND totalEventCount >=1,
currentDBSizeMB/1024, null())

| eval maxSizeGB = maxTotalDataSizeMB / 1024
| eval sizeUsagePerc = indexSizeGB / maxSizeGB * 100

| stats dc(splunk server) AS Instances count(indexSizeGB) as "Non-Empty Instances"
sum(indexSizeGB) AS totalSize avg(indexSizeGB) as averageSize avg(sizeUsagePerc) as
averageSizePerc by title

eva otalSize = if(isnotnu otalSize), roun otalSize, ,
1 totalSi i (] tnull(totalSize) d(totalsi 2), 0)
| eval averageSize = if(isnotnull(averageSize), round(averageSize, 2), 0)

| rename title as "Index" totalSize as "Total Size (GB)" averageSize as "Average Size

(GB)"
splunk> I



© 2017 SPLUNK INC.

What Now?

The Chargeback App

Wednesday, September 28,2016 | 11:00 AM-11:45 AM

| Products: Splunk Enterprise | Role: Operations Manager, Administrator, Splunk Technical
Champion, Business Manager | Track: Splunk Foundations | Session Focus: Managing Splunk | Other Topics: Best
Practices, Big Data Architecture

Speakers
James Donn, Senior Sales Engineer, Splunk Inc.

Splunking AWS for End-to-end Visibility
Wednesday, September 28,2016 | 12:05 PM-12:50 PM
' | | Industries: Energy & Utilities, Technology | Products: Splunk Cloud, Splunk Enterprise | Role: Operations

‘Manager,‘Security Analyst | Track: Splunk for Operational Intelligence | Session Focus: Cloud Strategies | Other Topics:
Amazon Web Services, Customer Success Story

Speakers
Randall Young, Principal Product Manager, Splunk Inc.

Qianjie Zhong, Director, Software Engineering, Splunk Inc.
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Public Sector & Education Industry Day at .con‘&
Wednesday, September 27th, 2017

11:00am-7:00pm | Room 202A ‘\“““‘
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Public Sector Reception s
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Join Splunk and your peers for hors d'oeuvres and drinks.
Unwind, discuss hot topics and share your stories!
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Thank You
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Don't forget to rate this session in the
.conf2017 mobile app
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THANK YOU!
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