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Your Renaissance Guides
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Forward-Looking Statements

During the course of this presentation, we may make forward-looking statements regarding future events or
the expected performance of the company. We caution you that such statements reflect our current
expectations and estimates based on factors currently known to us and that actual events or results could
differ materially. For important factors that may cause actual results to differ from those contained in our
forward-looking statements, please review our filings with the SEC.

The forward-looking statements made in this presentation are being made as of the time and date of its live
presentation. If reviewed after its live presentation, this presentation may not contain current or accurate
information. We do not assume any obligation to update any forward looking statements we may make. In
addition, any information about our roadmap outlines our general product direction and is subject to change
at any time without notice. It is for informational purposes only and shall not be incorporated into any contract
or other commitment. Splunk undertakes no obligation either to develop the features or functionality
described or to include any such feature or functionality in a future release.

Splunk, Splunk>, Listen to Your Data, The Engine for Machine Data, Splunk Cloud, Splunk Light and SPL are trademarks and registered trademarks of Splunk Inc. in
the United States and other countries. All other brand names, product names, or trademarks belong to their respective owners. © 2017 Splunk Inc. All rights reserved.
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SCYAELCEWEVE

» The IT Management Renaissance is here!
» Splunk’s data platform is a powerful IT Management innovation

» Adoption paths for success and fast value

- » How to pronounce Renaissance
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Renaissance (ren-uh-sahns)

French for “rebirth”

» Period of growing commerce

» Powerful new innovations

» Anew vigor and attitude The Information Technology
Renaissance is here today!
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IT Management Renaissance Attitude

o1

mll

Great consumer Continuous visibility Efficient use of IT Management tool
experience and improvement people resources cost and complexity
Expected Results Expected Results Expected Results Expected Results
The “Happy Meter” Collaboration Proactive Simpler environment
Mission success Commercial intensity Fast answers Less administration
Required Capabilities Required Capabilities Required Capabilities Required Capabilities
Shared visibility, Data driven decisions, Access to all data, Multiple use platforms,
metrics for consumer new intelligence fast, at Machine learning, integrations simplified
success a glance intelligence automation or eliminated
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Supporting Consumers

Business or Mission Services
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Pre-Renaissance IT Management Approach

User Experience

Usage, Response Time,
Failed Interactions

Application Performance

Usage, Experience,
Performance, Quality

Business Performance

Corporate Data, Intake,
Output, Throughput

Server

Performance, Usage,
Dependency

Storage

Utilization, Capacity,
Performance

Network

Packet, Payload, Traffic,
Utilization, Perf

METRICS

EVENTS

More complexity than Business Services!

Exec Visibility

Operational
Dashboards

12-25 tools
10-15 integrations
5-8 admin FTEs
30+ on prem servers

Business Service
Management

Service Level
Management

Correlation

Event
Management
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Renaissance IT Management Approach
Data Platform, Flexible Deployment

User Experience

Usage, Response Time,
Failed Interactions

Application Performance

Usage, Experience,
Performance, Quality

Business Performance

App Perf Mgmt
Root Cause Analysis

Corporate Data, Intake,
Output, Throughput

Server

Event Analytics

Service Insight

@ Executive Visibility
Network

Packet, Payload, Traffic, Cloud On Prem
Utilization, Perf

Performance, Usage,
Dependency

Storage

Utilization, Capacity,
Performance
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Getting Started on the IT Management Renaissance
Adoption Path of Splunk Customers

Define a value-based adoption approach
Review IT Management landscape, desired capabilities, and value opportunities

Capture and visualize important data sources and metrics
Prioritize data sources from critical services and high value opportunities

Automate processes and transition to proactive
Apply Event Analytics and Service Context

Visualiz Create new insights and business mission
€ Focus on consumer satisfaction and continuous improvement

Jolliy] S conf2017
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Splunk Center of Excellence

Enabling creativity across the entire organization

Measure Value

Enable Users — —— Administer Platform

Self-Service — —— Data Management

splunk> m
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World Bank Group’s
New IT Management

IT Management Renaissance Journey with Splunk
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World Bank Group

5 Development institutions, 189 member countries, 1 mission:

End extreme poverty and increase prosperity worldwide

WORLD BA|NKGROUP

PRIVATE SECTOR

1 ﬂ@l&l@l l@l

Middle Income Low Income
Countries Countries

Foreign and Local Investors Tribunal
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WHY we did the Renaissance
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Consolidation Simplification Modernization Proactive client-
of disparate of complex IT of operations to oriented
technologies and Issues via detect issues approach to
resources unified view of 24X across respond to
fulfilling same critical IT & continents, data issues before
needs Business centers, cloud clients are
Services and mobile impacted
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onsumer
Satisfaction
and Visibility
the Old Way

Unimportant / false alerts
generated (noise)

Unfocused dashboards
Limited drill-down
capabilities to identify root

cause

No metrics measuring
consumer satisfaction
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C O n S u m e r World Bank Group - End User Experience

= Last Hour Last 90 days Last Hour Last 90 days
A Avg. RT 90t % Historical Avg. RT Avg. RT 90t % Historical Avg. RT
Ex p e rl e n ce .m/ Application Performance Index © ) ©® ® ©

d VI u b u I lt Overall Index (All Apps & Offices) BHpE \\J\_J\ % | IIU\‘MMA 28
%
a n ISI 11 y rafliftes JEUPT i SN fery [iiIZ:"E:ieﬁ' TN | » 1 ™.

the NeW Way M.M 32 423 296 2993 144 176 WM/* 6_63j 1058 1132 \/\/\/— 797

Critical metrics displayed as
meaningful information via Regional Index Values 264 8 N\A\—J» 2 341 686 .MMWN3'7

consumer-friendly 285 1.63 194 306 NMS.OG 149 521 N"W]'%
dashboards

246 528 MMHM 19 101 1.9 M\MMAHS

5.66 NS J

198 322 sz

211 432 05| | *3.1 162 306 MMMM 18

337 538 WWAM 5.86 123 23 ,/\MAMM 209

183 318 ‘M f"” 441 05 132 f\& M \ 0.1

1.97

Real-time in nature

1.78

Allow continuous visibility
into client-impact and enable
Improved decision-making

2.8 5.88

Ean
{0

Easy to customize for client
use cases Splunk listen to your data’
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Time Range - Visit Counts

Today Be Hide Filters

Main Index Trend Average Response Time Trend 90th Percentile Trend

A 21 Ve
3.25 -23.11% 2.75 10.89% 590 31.11%

Compared to 90 day average Compared to 90 day average Compared to 90 day average

Main Index History - Last 90 days

15
v
3 10.79255252966148
=10
>
L
=
.
g s
@ -
z 8 082663
“L\ ',-.* g > % » Q Q \3’ Q ENIEN o \h' \ L\‘ > o N \\/ \" NN 1\ - . f‘/ . L?’A
SN & NI S o' ' ¢ & o' o o & < NS S S Q' U U U Q'
Time
AFR Unique Visits EAP Unique Visits ECA Unique Visits ECR Unique Visits HUB Unique Visits LCR Unique Visits MNA Unique Visits SAR Unique Visits

477 173

AFR Index Trend EAP Index Trend ECA Index Trend ECR Index Trend HUB Index Trend LCR Index Trend MNA Index Trend SAR Index Trend

A
3.04 -17%’5% 2.70 -28.>7I7% 2.24 -31.>9|5% 4.25 -10.?3'2% 2.33 -23}7'1% 2.37 -10%‘4% 2.62 -15_:;'I 8% 3.49 -30.79%

Compared to 90 day average Compared to 90 day average Compared to 90 day average Compared to 90 day average Compared to 90 day average Compared to 90 day average Compared to 90 day average Compared to 90 day average
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Time Range

Applications

| Last60 minutes

<=

Hide Filters

Average Response Time History

50

Avg. Respo...e Time (s)

Application Statistics - Total

Time

Top 10 Worst Avg. Response Times by Country Office

© 2017 SPLUNK INC.

Top 10 Best Avg. Response Times by Country Office

Min. Avg. Max 90th %
Response Response Response Response | Unique Total
Application © Time (s) = Time (s) © Time (s) © Time (s) = | Visits © | Visits ©
0.52 3.04 2163 7.07 59 74
0.00 6.67 27.35 1324 10 75
322 322 322 322 1 1
0.00 1.11 15.14 265 4 129
0.14 1.32 4321 203 172 627
0.02 0.92 3276 257 120 665
0.65 229 1327 3.40 8 11
013 1.23 17.29 200 46 129
0.02 0.76 438 221 10 104
0.70 297 15.05 6.22 56 239
0.16 1.86 47.00 290 185 586
270 544 56.66 7.70 38 131
0.00 197 572 466 3 32
0.01 149 53.84 3.00 179 1,000
0.02 318 186.35 5.00 34 342
0.01 1.89 5042 269 8 79
0.03 0.79 11.05 1.50 135 1,593
0.02 048 383 1.20 7 313

Average Response Time 90th % Response Time Unique Total Average Response Time 90th % Response Time Unigue Total
Country Office © (s) © (s) ¢ Visits ¢ Visits © Country Office © (&) (s) ¢ Visits © Visits ©
Ndjamena, Chad 11.51 11.51 1 1 Lusaka, Zambia 0.68 1.82 1 9
Paris, France 6.55 17.08 23 79 Tegucigalpa, 0.7 1.50 1 19
Mumbai, India 523 767 30 jo7  Honduras
TR IESE 5.00 3.06 ] 2 Manila, Philippines 0.86 1.66 1 7
Abuja, Nigeria 5.06 1621 2 7 glx::;ngton, United 1.16 2.30 730 5035
SELIL ) — — L 2 Mexico City, Mexico 118 237 8 77
a‘:“ﬁﬁg:;“ 368 507 2 3 Bogota, Colombia 123 176 2 3
B e 331 635 4 2 Port-au-Prince, Haiti 1.29 3.54 1 9
Unknown, Unknown 3.18 6.42 53 369 Dakan Senegal e 4 ! =
Accra, Ghana 3.13 922 3 19 ?:;f:r;is:'aam' 9 s ! .
Kingston, Jamaica 1.59 5.07 1 7




How Process
Used to Work

Siloed approach

Monitor up/down of
servers

Too long to identity the
problem

Slow recovery time
Reactive in nature

Lots of phone calls /
war rooms

Presentation

Management

Platforms

© 2017 SPLUNK INC.

Helpdesk Engineers
Business Views /SLAs °
(Executives, business users M
and epp owriors) Tier 1 Incident Teams , Alibis
~ (NOC/GSMC) > 'qf"ieft‘t
icke
S
- Present
woMs B Central Tool p
Dashboard APM
(Manager of Managers)
e Root-cause Dashboards
Alert Iy T
Discovery Notifications CQD.i.Q[Ld?E
Application and System Monitoring Technologies Managed By EMPT (ITSDC) Harmonize
a2 Server Network Applications Database Storage Backu alic)
Center Availability PP P Security
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Monitoring
Process
the New Way

Visibility into the end-to-
end service health
Improved root cause
analysis capability

Proactively detect
Issues and minimize
Impact

Self-service capability

Gets everyone on the
same page

Based on meaningful
metrics

f
HTTP (15 Min)
@lz }

[‘% H‘a'.

SharePoint Web
Front End

Cmm

Errors
CRM

0

0
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IT
Management
Tool
Landscape the S——
Old way

Lots of servers needed

Release
Control

Expensive
Inflexible dashboards
Complex integrations

Redundant capabilities

Inefficient allocation of
resources

ArcSite

AppFirst,

OOT? BSM Connector Integration
Integrations
Interfaces Adapters

BSM Platform

Diagnostics

Run-time Service Model

SiteScope = ;
» Performance Unified Functional
Center Test

Diagnostics




The New Enterprise Monitoring Technologies

) Splunk IT Service
splunk>enterprise Intelligence™

Splunk Enterprise (Splunk) enables searching,
analysis, and visualization of data collected
from websites, applications and other IT

» Splunk IT Service Intelligence (ITSI) provides a
holistic, simplified view of IT systems through Glass

! aFk _ Tables (dashboards) that visually map IT services to
infrastructure; it indexes data and parses it Key Performance Indicators (KPIs) to easily detect

into individual events that can be viewed, patterns and pinpoint what matters most for a

searched, and visualized as reports and specific application or system. It also provides

dashboards. interactive features to drill-down and view more
details about specific events.

AppDynamics provides application-level PagerDuty is an alert aggregation and dispatching
performance monitoring metrics, including service for IT system administrators and IT support
availability, user experience, and deep teams. It aggregates alerts from different
diagnostics capabilities to isolate problems monitoring tools, provides an overall view of all
and quickly identify the root cause. monitoring alerts, and issues notifications to on-call

IT personnel when issues occur.
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Renaissance Advice

Things we learned to be successful with Splunk

Prioritize Streamline Eliminate

Leadership Processes Bottlenecks
Needs

* ldentify the current gaps/priorities * Develop and standardize on an on- * Train your user base to be self
for leadership boarding process that simplifies the sufficient
* Buy-in and support from leadership approach * Make sure you have a large enough
- Defining useful KPls and metrics for . Automated and self-service training fceam to support Splunk
material infrastructure, and development

leadership, ops teams and service
owners ¢ Size your Splunk infrastructure

correctly
Jolliy] S conf2017




Q Monitor 100% of the WBG’s IT landscape.

Adoption Path

most critical WBG applications.

| ) Develop Key Performance Indicators (KPIs) for

&

What’s Next Deliver ITSI custom Dashboards for teams
/ across WBG.

N,

Expand Monitoring service to emerging WBG
/ needs and maximize tool potential.

Big Data and Data Analytics for WBG business
/ mission.

Splunk listen to your data’



We’re here to help

Ask your Splunk Renaissance Guides for

Enterprise Adoption Analysis

Splunk FULLY n use Splunk PARTIALLY In use Primary use of Splunk currently in place for Security, Compliance and End-User Support
functions

° Splunk NOT IN USE however >20% data is ALREADY INDExep 1€ SEFver and storage teams can start to benefit from Splunk using existing data while
additional data is indexed to complete their data requirements

Splunk NOT IN USE but can deliver value with NEW data All other groups require additional data to start benefiting from Splunk

X R onlunk> Interactive Value Assessment TotalYearly Value ~ $7.11M
STEP 2 - INSTRUCTIONS

Expand each section (by clicking on the + icon), review each section and make the necessary adjustments to refine each benefit calculation by updating the yellow cells. Determine if additional
benefits are required by expanding sections that have not been quantified. To help you complete this exercise or customize new benefits, request a meeting or a conference call with a Splunk
Business Value Consultant.

- Value Assessment

TOTAL YEARLY VALUE
IT Operations Management 5,897 hourssaved | 1,001,022

Application Delivery 23,040 hours saved | $ 1,800,000

Security & Compliance 17,108 hours saved | $ 2,806,438

Glass Table Exercise

° G I aSS Ta b I e Exe rC i Se Harness the creativity and domain knowledge of your

organization to and
through a
with key stakeholders

Simplified IT Management Architecture S gy fine methods for:

Proactive service monitoring
MONITORING Reduced risk and failures

L} L] L L ]
s
Vlnﬂu‘:‘i{en APPLICATION PERFORMANCE Faster issue resolution
° N v oo | aca Teon APM Tool —{ failse | | Increased business performance

Mon Tool 3 WTELGENCE | (exec & TecH)

et
- e —{ St

Log
Net Perf Tool Monitoring.

Database Net Report Tool

SECURITY
. . Endpoint
Middleware X . ‘ Protection

Storage  f~—— Storage Tool IT SERVICE MANAGEMENT AUTOMATION il

Future
Hardware —— W Tool TSM Tool Capability RETIRED

Security: SIEV Tool
Monitoring: Mon Tool 1
1 Mainframe === MF Tool Monitoring: Mon Tool 2.

Application Performance: Custom Scripts. <
— Event Management. EM Tool
Tech Dashboard: Portl Tool
y

.conf2017
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Thank You

'
l

Don't forget to rate this session in the
.conf2017 mobile app
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