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FO rW ar d 4 During the course of this presentation, we may make forward-looking statements regarding
future events or plans of the company. We caution you that such statements reflect our

L O O k I n g current expectations and estimates based on factors currently known to us and that actual
events or results may differ materially. The forward-looking statements made in the this

St at e rn e n tS !ore.sentation are being made as of th.e time and date of its !ive pregentation. If reviewed after
its live presentation, it may not contain current or accurate information. We do notassume

s any obligation to update any forward-looking statements made herein.

In addition, any information aboutour roadmap outlines our general product directionand is
subjectto change at any time without notice. Itis for informational purposes only, and shall
not be incorporated into any contract or other commitment. Splunk undertakes no obligation

Q either to develop the features or functionalities described or to include any such feature or
functionality in a future release.

Splunk, Splunk>, Turn Data Into Doing, The Engine for Machine Data, Splunk Cloud, Splunk
Lightand SPL are trademarks and registered trademarks of Splunk Inc. inthe United States
and other countries. All other brand names, productnames, or trademarks belong to their
respective owners. © 2019 Splunk Inc. All rights reserved.
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Introduction

DevOps solution using Splunk —ARTS

Problem & Solution
Demo
BETA labs

DevOps solution using Splunk ITSI —
InfraWatch Project

Introduction
Best practices

Q&A

splunk> m



NNNNNNNNNNNNNNN

Introduction

DevOps Lifecycle at Splunk
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Introduction

Our Solutions for Acceleration

Splunk ARTS InfraWatch Project
Automation Result Triage System Monitoring System for CI/CD Infrastructure
Automation Result Triage Splunk IT Service
+ @ Vicorops
K
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Problem

#1
Too much Jenkins data

@ Jenkins

Jenkins

@ Newltem
& Peope
= Buid History

£% Manage Jenkins

\
itbucket —

B master

Build Queue

No buids in the queve.

1 ide
2 e
B beaglebone

1 ide
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Problem

# 2

Confluence

\J/

Ember Test Cases Triage

Created by Scott Lu, last modified by

Bitbucket

c f I Based on the results of Builc

Job Name |

v

client_clustering_webdriver_master
jent_clustering_webdriver_searchhead
client_clustering webdriver_slave

client_forwarder_mgmt_webdriver

Confluence

————  docker

©

©

Too much Triage data

This page is used to keep track of the failures and status of the test cases in epic/client-qa-regression-tests branch for each features.

2tal of 124 failures, 38 failures caused by known bugs)

Al Failed Failed
(Aug.3rd)  (Aug.11th)  with
JIRA

Failed ~Status

Owner Comments

pulkequest 874 merged

6 of the failures are due to pre-created serverclasses have 0 mapped
(should be 1), cannot be reproduced locally

3ests fixed,ul-request-0t -merged

Passed locally: test_unsupported_different_restartsplunkd,
test_ |_different_

test_ |_no_unsuf
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Problem

# 3

Bitbucket

b 4

Confluence

\J/

Confluence

b4

Confluence
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Solution

p v i'.' slack |
‘- é_x,_, > [N«
1) )

Confluence

3(,
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Our Cl Workflow

Bitbucket Chaperone

Jenkins Slack go/fast

Submit a PR

»  #releng-fast

—
Chec_k_ ) Review _build Request
prerequisites details % _manger for
DOM override
| I Existing failures '
Run Core Investigate and Flaky tests
—> : 5 » Contact QA
CI/DOM triage failures or Regression (Test case issues) Q
| Build failed
— MNo )

Investigate
testing jobs
and results

Review the PR

Solved?
comments \

I Yes v
Status Regression|tests failed L #CG_IE__tESt_ > Fil'% a Fast
\I/ s triaging ticket
—
Successful & approved
h
M
erge PR issues

Fix the PR issues and
re-Tun Core CI
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® REGRESSION-TEST-LINUX (2019-01-06) & REGRESSION-TEST-WINDOWS (2019-01-06)

21....5 174...7

| |
l \I t I S b a-S I C Failures/Total Test Cases Failures/Total Test Cases

Overview page '—' '—'
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ARTS basic

Trend page

© 2019 SPLUNK INC.

@ Job Name: CoreBackend/triage/regression_ucp_develop
Build Number: 98

TOTAL TESTS TOTAL FAILURES

11,698 867

PASS RATE TOTAL SKIPPED

99.26 % o

327

PRODUCT BUG FAILURES SETUP FAILURES START/RESTART FAILURES

133 £} 07

Product bug failures | Triage

CONNECTION FAILURES FLAKY FAILURES

07 47

TEST FAILURES

bugid s status s  description ¢

Closed [REGRESSION] False value of "useThousandSeparators™ does not respect in

View

[regression] click browse more apps button leads to an error page in

manage apps page

Globally shared dashboard is not available for Home

license pool with quota >= max or @ will show unlimited

Delete report summary will not remove the item in Report Acceleration

Summaries

Resolved  [Forwarded Data Inputs] If different apps have the same forwarded data
142581 inputs, only one item displays in UL

feature * errorinfo * cases =

affected_version

6.6.0 GA (Kimono), 7.0.8 GA (Minty), 7.1.@ GA (Night , 7.2.8 GA (OrangeSwi

7.0.0 GA (Minty)

2 GA (Dash), 6.3 GA (Ember), JackHammer, 6.6.8 GA (Kimono), GA (Galaxy),

6
(Minty), 7.1.8 GA (NightlLight), 7.2.0 GA (OrangeSwirl)

6.6.0 GA (Kimono), 6.5.8 GA (Ivory), 6.5.1, 7.0.8 GA (Minty), 7.1.0 GA (NightLi
7.€.3, 7.1.0 GA (NightLight), 7.2.0 GA (OrangeSwirl)

6.4.8, 6.5.5, 6.6.2, 7.0.0 GA (Minty), 7.1.0 GA (NightLight)

client_distributed_forwarder_gdi_data_input AssertionError [notes:SPL-142581 J====>test_forwarder_data_input.TestForwarderDatalnput . test_inputs_number_with_different_apps(tcp] ..36.7
[notes:SPL-142581 J====>test_forwarder_data_input.TestForwarderDatalnput.test_inputs_number_with_different_apps{udp] +..36.6!

client_webdriver_components_single TimeoutException  [notes:SPL-141526 .single. test_:

iew. test_use_thousand_separators[singleview_use_thousand_se

6.5.8 GA (Ivory), 7.0.0 GA

, 7.2.8 GA (OrangeSwirl)

4s
5s

parators_ofalse_false]
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ARTS basic

Branch compare page

© 2019 SPLUNK INC.

Branch Comparison

Last 7 days splunk Show Job Info

Summary Table Flelds
Show Results Total x Added x Removed x Fixed x Failed x

Existing x Regression x New x

Source (Jenkins master) Job Name m m

apps-jenkins x CoreFrontend/oranges...

Operating System Build_No

container 56 ( 2019-01-01)

& Job Name: CoreFrontend/orangeswirl72-daily-triage-
chrome-lin64

Total tests

23398

Failed = Existing ~
5(@) 5

4(0) 4
. Setu
failures 3(@)

o

Product bug

2(0)
2(0)
2(0)
1(0)
1(0)

vs. Source (Jenkins master) vs. Job Name r] g ht m

appsenkins X CoreFrontend/develop-... ~

vs. Operating System vs. Build_No

container 272 (2019-01-06 )

& vs. Job Name: CoreFrontend/develop-daily-triage-chrome-
lin64

Regression = Job duration
/]

0

Ires Test failures

1
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ARTS basic

Triage notes

© 2019 SPLUNK INC.

Edit Triage Notes

Existing
Notes

Scope

Edit Note

Cancel

SPL-130247

current test case

SPL-130247

Note starting with '_" will mark the case status as 'triaging’
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Overviews omparison  FiskyTests  Msintenance  Spmkv  Soionsv  Beta Labv etior
Flaky Tes
Resaived vs. Opan fakiness tcket by Month

) [ i 5 . n

I | [ - < i B v i I 1 . . 1 |

Average Gays to resolve » TNT/SPL flakiness tickat by Moot
SPL flakinoss distibution by Foature Area A 4 & 0 tmago

E——

| C—

— = - = = = = = .

]
[ ——————
=

BETA

Flakiness detection
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BETA

Predictive Triage

© 2019 SPLUNK INC.

Edit Triage Notes

Existing
Notes

Scope

Only for
current job

Value

Edit Note

TNT-1790 TNT-2364

test cases with the same error message

Uncheck the box means that note added will affect all the jobs

TNT-1790

Note starting with '_' will mark the case status as 'triaging’

Predicted
Note

accept| TNT-1790 [flakytest][PP_triaging][UCP] test_link_workflow_action and t...

accept| TNT-2364:[Orca test]linux][windows] 1test_create_policy_summaries_...

Cancel

" olisks o il o et (1o Mef

¥
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Benefit

Fully automated
Faster response time

Connected experience
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| ﬂ InfraWatch Project

Monitoring the CI/CD Infrastructure Based on
Splunk ITSI & VictorOps
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DevOps Lifecycle

Data

Efficient monitoring system for
whole infrastructure

« Manageable
« Response fast

Q

Data

e®%e 74
OIS &
—1 s o~
Bitbucket JIRA Jenkins kubernetes il docker ANSIBLE

@)

DevOps
Incident 1

Alert

¥ VictorOps
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Architecture

¥ VictorOps
@ Splunk IT Service (ﬁ}fﬂ Splunk MLTK Incident

Data
Collection Splunk Forwarder Collectd Custom Agent

Infrastructure a @ % & O Internal
for CI/CD ~— o Tools,

Bitbucket JIRA Jenns kubernetes JOCKEr  joghsiacory ANSIBLE SERIEES
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Infrastructure

Under
Monitoring

In Splunk ITSI

Overview in Splunk ITSI
* Hierarchy of infrastructure
 Health status of services

© 2019 SPLUNK INC.

splunk App: IT Service Intelligence ¥

Service Analyzer v Episode Review Glass Tables

Service Analyzer 7

Filter Services

Go to Service

Jeny,
" - soy

Deep Dives

Dashboards v

Searchv

iw_guest v Messages ¥

Configure v

Product Tour

Settings v Activity v Help v Find

IT Service Intelligence

Last 12 hours = Save as...

KPI Value: Aggregate v




Data Collection

Splunk forwarder
* Log files

Collectd
* Metrics

Custom agent
« Custom data

Custom API probe
» Health check

Application
Server

o
—
3

Database
Server

.LOG API

Application Log Flles API

A

—._.

Database Log Files
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Reg/Resp

splunk

S B E

Indexes/ Metrics
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Service Model Setup

In Splunk ITSI

Model used by Splunk ITSI for service

status insight

* Service

— Entity
— KPI

Service
(Artifactory Service)

Entity
(Application Server)

Entity

(Database Server)

Health score of service
* 100 in maximum which stands for 100% healthy

* KPI_1*weight_1+ KPI_2*weight 2+ ...

© 2019 SPLUNK INC.

Jenkins - jenkins.splunkdev.com KPls

S Mount Paint
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Model Setup ' - =

In Splunk ITSI

Service Analyzer

* Visualize the data model
— Service, Entity and KPI

o A e My o M At My %

At ———— o om v e b

62.7 70.5 -
\ \

!
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Efficient Visualization

Example for Artifactory in Splunk ITSI

Glass Table Dashboards approachable via drill down
- Custom overview with KPl and non-KPI metrics from glass table

ARTIFAGTORY

repo.splunk.com
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Incident Alert Setup

In Splunk ITSI

Source of incident
* Ad-hoc SPL query
- KPI

© 2019 SPLUNK INC.

Aggregation Policy
« Aggregate by time, title, etc.
» Trigger necessary alerts in severity levels

» Send alerts to VictorOps

HHHHH TR

splunk> m




Incident Alert Management

Engineers response alerts in VictorOps

 For incident managementvia browser or
mobile app

Splunk IT Service GINCIDEN;
Intelligence™

4 _—— splunk> m
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VictorOps Highlights

I n C I d e nt h an d I I n g X Incident #1306 Acknowledged Apr 28,2019 4:29 PM

* Acknowledge/ snooze/
resolve an incident

» Routeto other engineers

API: JenkinsQ1 Monitor

Policies: Products - Eng Infra : Shamu

Acknowledged by: alfie

Details

Alert Data

On-call schedule

 For example, follow-the-sun - e e
model e
Escalation policy

* For example, notifying tier 2
engineerif an alertis not
acknowledged bytie 1in 10
minutes

splunk> m



Benefits

Centralize monitoring/alerting for the whole
Infrastructure

Setup monitoring for broader
applications/services/tools in two steps

» Step #1, Collect datainto Splunk
» Step #2, Define Service/Entity/KPI model in Splunk ITSI

Shorten MTTR efficiently
» Getinsighton the whole infrastructure in time

 Collaborate efficiently on solving incidents

© 2019 SPLUNK INC.

Splunk IT Service
Intelligence™

4
) VictorOps
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Q&A

tyou@splunk.com
slu@splunk.com
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You!

RATE THIS SESSION



