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whoami – @james_brodsky

• Director, Global Security Strategists (Louisville, CO)

• Lead a team of Splunk security strategists across the 
US, UK, Australia

• Have been involved with security here since my start

• .conf Splunking the Endpoint! for FIVE years

• BOTS 1.0, 2.0, 3.0, 4.0. BOTN 1.0, 2.0.

• CSC 20 Whitepaper, FFIEC Whitepaper (co-author), other 
compliance, Tripwire apps, blogs, Sysmon 
contributions, etc, etc....
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It’s a hands-on session.
Eventually. But first slides.
Lots of pink slides.



© 2019  SPLUNK INC.

Nope. Still can’t get 
Splunk to run on an 
Apple IIe. You need 
to be using a 
functional, modern 
computing device.

And it needs to be on 
the Internet.

And it needs a 
relatively modern 
browser.
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During the course of this presentation, we may make forward-looking statements regarding future events or 
the expected performance of the company. We caution you that such statements reflect our current 
expectations and estimates based on factors currently known to us and that actual events or results could 
differ materially. For important factors that may cause actual results to differ from those contained in our 
forward-looking statements, please review our filings with the SEC.

The forward-looking statements made in this presentation are being made as of the time and date of its live 
presentation. If reviewed after its live presentation, this presentation may not contain current or accurate 
information. We do not assume any obligation to update any forward-looking statements we may make. In 
addition, any information about our roadmap outlines our general product direction and is subject to change 
at any time without notice. It is for informational purposes only and shall not be incorporated into any contract 
or other commitment. Splunk undertakes no obligation either to develop the features or functionality 
described or to include any such feature or functionality in a future release.

Splunk, Splunk>, Listen to Your Data, The Engine for Machine Data, Splunk Cloud, Splunk Light and SPL are trademarks and registered trademarks of Splunk Inc. in 
the United States and other countries. All other brand names, product names, or trademarks belong to their respective owners. © 2019 Splunk Inc. All rights reserved.

Forward-Looking Statements

THIS SLIDE IS REQUIRED, DO NOT DELETE
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It is fun to assign folks to servers randomly…

?
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Our BOTS 
adversary 
this year 
“Violent 

Memmes”
is loosely 
based on 
APT 28/29 
and Turla.
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My thought process.
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|
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(not me.)
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+ =

|
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1 Ruble = 100 kopeks



© 2019  SPLUNK INC.© 2019  SPLUNK INC.

1 Ruble = 100 kopeks

$32.40/300 = 11 cents per kopek coin 
from eBay, September 2019
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1 Ruble = 100 kopeks

$32.40/300 = 11 cents per kopek coin 
from eBay, September 2019

Historical value of former Soviet ruble 
in 1992 = $1.80 USD (or 18 
cents/kopek)
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1 Ruble = 100 kopeks

$32.40/300 = 11 cents per kopek coin 
from eBay, September 2019

Historical value of former Soviet ruble 
in 1992 = $1.80 USD (or 18 
cents/kopek)

Cumulative Rate of Inflation from 1992-
2019=82.9%, or 33 cents!
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1 Ruble = 100 kopeks

$32.40/300 = 11 cents per kopek coin 
from eBay, September 2019

Historical value of former Soviet ruble 
in 1992 = $1.80 USD (or 18 
cents/kopek)

Cumulative Rate of Inflation from 1992-
2019=82.9%, or 33 cents!

300 kopeks should be worth $99!
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…and I paid $32.40.
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1 Ruble=100 kopeks

$32.40/300 = 11 cents per kopek 
coin from eBay, September 2019

Historical value of former Soviet 
ruble in 1992=$1.80 USD (or 18 
cents/kopek)

Cumulative Rate of Inflation from 
1992-2019=82.9%, or 33 cents!

300 kopeks should be worth $99!

Are you kidding me?

• Buy soviet kopeks on eBay
• Exchange for US dollars

• Make 200% profit…

I SHALL AMASS A FORTUNE
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I could retire early!
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I sent a resignation letter!
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I bought a jet!
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…then I looked to 
see what happened 
to the ruble after 
1992.
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600 kopeks equals 1 cent.
300 kopeks that I bought = ½ a cent.
+ inflation 1997-2019: about ¾ a cent. 
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….but then….

600 kopeks equals 1 cent.
300 kopeks = ½ a cent.

+ inflation 1997-2019: about ¾ a cent. 

I paid 3,240x more than 
their worth for 300 kopeks.

L
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I returned the jet. I groveled for my old job.
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And here I am, presenting the FIFTH endpoint talk 
in as many years!

therefore...
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We will NOT cover...
• What a Universal Forwarder is
• RAM Scraping POS Malware

• Ransomware
• Mac endpoints

• Why sysmon and osquery are awesome
• Stranger Things

• Endpoint forensics
• Why everything is pink

• The difference between “pike” and “pipe”
• John Denver

• Machine Learning/AI
• Giuten free fortune cookies

• Powershell Empire
• Subverting Sysmon

• Avocado Toast
• Voltaire

All of these 
topics and more, 

in the .conf 
archives…

search 
“brodsky.”
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But we will cover...
• What the latest endpoint surveys tell us & what Splunk has seen 

recently

• Alternatives to the UF, and Best Practices for commercial solutions

• What NOT to do when you collect with the UF

• New Stuff in Sysmon, Windows TA, etc…

• Endpoint Diet! Clever Event Reduction techniques

• An new way to guide which WinEvents to collect
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But we will cover...
• What the latest endpoint surveys tell us & what Splunk has seen 

recently

• Alternatives to the UF, and Best Practices for commercial solutions

• What NOT to do when you collect with the UF

• New Stuff in Sysmon, Windows TA, etc…

• Endpoint Diet! Clever Event Reduction techniques

• An new way to guide which WinEvents to collect

…and lots of hands-on fun with BOTS data in-between!
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ENDPOINTS!

NEXT-GEN++++++

TOO MUCH %$*&# DATA

DID MY REGISTRY CHANGE?

BREACHES BREACHES BREACHES

LAPTOPS
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What’s an endpoint?

Devices

Printers

What’s an endpoint?
(courtesy McAfee)
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In 2016, we said…the endpoint was important!

Closest to 
humans Versatile

Underprotected Data-rich
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The weak link

Closest to 
humans Versatile

Underprotected Data-rich

70%
of successful breaches 
start on the endpoint*

*IDC study 2016

In 2016, we said…the endpoint was important!
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And in 2018, that went up to….
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2018: The Endpoint Is STILL Important!
And STILL the weak link

Closest to 
humans Versatile

Underprotected Data-rich

82%
of successful breaches 
involved an endpoint*

*SANS 2018 Endpoint Security Survey
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OK, 2019?
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OK, 2019?
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OK, 2019?

(j/k…the survey hasn’t been completed yet….)



© 2019  SPLUNK INC.

▶ 42% of IT professionals said they had suffered a breach on their endpoints.
▶ 20% said they did not know if they had been breached.
▶ 82% of those that knew of a breach said it had involved a desktop.
▶ 69% cited corporate laptops as the target.
▶ 42% cited employee-owned laptops.
▶ Only 47% of antivirus capabilities detected threats.
▶ 26% were detected by endpoint detection and response (EDR) capabilities.
▶ For those exploited endpoints, the top threat vectors were found to be web “drive-

bys” (63%), social engineering and phishing attacks (53%), and ransomware 
(50%).

▶ Of the IT professionals that had acquired next-gen endpoint security solutions, 
37% haven’t implemented their full capabilities.

▶ 49% of those next-gen security solutions possess fileless malware detection 
features, but 38% of IT professionals haven’t implemented them.

SANS 2018: Stats about Endpoint Threats



© 2019  SPLUNK INC.

▶ 42% of IT professionals said they had suffered a breach on their endpoints.
▶ 20% said they did not know if they had been breached.
▶ 82% of those that knew of a breach said it had involved a desktop.
▶ 69% cited corporate laptops as the target.
▶ 42% cited employee-owned laptops.
▶ Only 47% of antivirus capabilities detected threats.
▶ 26% were detected by endpoint detection and response (EDR) capabilities.
▶ For those exploited endpoints, the top threat vectors were found to be web “drive-

bys” (63%), social engineering and phishing attacks (53%), and ransomware 
(50%).

▶ Of the IT professionals that had acquired next-gen endpoint security solutions, 
37% haven’t implemented their full capabilities.

▶ 49% of those next-gen security solutions possess fileless malware detection 
features, but 38% of IT professionals haven’t implemented them.

SANS 2018: Stats about Endpoint Threats

50% had a purchased a “next-gen” endpoint security solution, and… 
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AlienVault-Sponsored 2019 Survey

Splunk Security Specialists: 
~5x increase in endpoint assistance requests in 2019
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AlienVault-Sponsored 2019 Survey

Splunk Security Specialists: This matches up with the 
requests that we service!
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2019 Verizon DBIR
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what about…
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• Windows Event Logs: 46% (#1 source by volume)
• UNIX TA: 16%

• Windows Perfmon: 6%
• Windows Registry: 6%

• McAfee EPO: 6%
• Symantec Endpoint: 4%
• Non-Microsoft DNS: 4%

• Carbon Black: 2%
• Crowdstrike: 2%

• Microsoft Sysmon: 1%
(Q1 2019 internal data)
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Cisco CSIRT…

(Valites/Bollinger, 2019)
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SANS 2018: Which endpoints and how?

Neely, 2018

Neely, 2018
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SANS 2018: Which endpoints and how?

Neely, 2018

Neely, 2018

1. Employer-owned Desktops

2. Employer-owned Laptops

3. Employee-owned Laptops

4. Servers (LoB, Legacy)

1. Web Click/Drive By

2. Social/Phishing

3. Ransomware

4. Cred Theft

5. Known Vuln

6. Malicious USB

Let’s get hands-on!
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LOGIN INSTRUCTIONS:

Obtain kopek.

Obtain scratch card.

Use kopek to remove the 
special grey latex ink circle.

Insert number into URL.

Keep kopek for good 
luck!

https://od-bots-conf19-###.splunkoxygen.com

USER: aliceb PASS: epsecurity19
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This one.

(We will copy and paste from it!)
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Hands On! Sysmon and 
Windows Event Logs….
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What was the initial access mechanism into Thirsty Berner for Violent 
Memmes?

Sourcetypes: Microsoft Sysmon and Powershell logging

MITRE ATT&CK: Initial Access
T1192 Spearphishing Link
T1086 Powershell
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SYSMON LOGGING AND POWERSHELL SCRIPT 
BLOCK LOGGING

Several actions occurred when a malicious file that 
originated with the phishing email was executed. 
One action resulted in the downloading of a script 
from a web site. What is the name of the script?

(29 correct!)
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(Hands On 
Redacted)
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”This is amazing. I will 
go back and collect ALL 
of my Powershell logs!”
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A Cautionary Tale



© 2019  SPLUNK INC.

How to get data in…
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And avoid 
trouble 

doing so!
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A guy walks into a Splunk meeting…
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+ more 
below… 

This innocent looking inputs.conf….
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Many for-each statements 
for iteration = many, 
many, many log entries in 
Powershell logs due to 
use of Microsoft APIs

How many logs?

+ more 
below… 
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Teh badness.
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~2000 per 
run.
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~56 MB Per day per host 
from ONE POWERSHELL 
SCRIPT.
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let’s do the math

56/24 = 2.3MB per hour
2.3MB * 10 hours daily = 23MB per endpoint
23 * 16,000 = 368GB a day 

…except ~1/3rd were servers, so…

23 * 11,000 = 253GB  and 56 * 5,000 = 280GB

533GB a day.
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OMG. time.
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What are they? Should we collect?

https://www.eventsentry.com/blog/201
8/01/powershell-p0wrh11-securing-
powershell.html

4104 = Almost always yes
4103 = Sometimes…
800 = same as 4103!
50x = ”largely useless” – basically 
logs starts and stops
4100 = Sure, minor volume

https://www.eventsentry.com/blog/2018/01/powershell-p0wrh11-securing-powershell.html
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Filtering.
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1.Version 6.0 of the Windows TA (Splunkbase)

2.Automine’s (David Shpritz)’s Github and related presentation:
https://www.aplura.com/assets/pdf/SplunkWindowsEventLogs.pdf
https://gist.github.com/automine/a3915d5238e2967c8d44b0ebcfb6
6147

3.What we used for BOTS
https://splk.it/conf19-splunk-endpoint

Three places to get example blacklists…

https://www.aplura.com/assets/pdf/SplunkWindowsEventLogs.pdf
https://gist.github.com/automine/a3915d5238e2967c8d44b0ebcfb66147
https://splk.it/conf19-splunk-endpoint
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[WinEventLog://Microsoft-Windows-Powershell/Operational]
index = main
disabled = false
renderXml = 0
blacklist = EventCode="4104" Message="(?:Path:).+(?:\\splunk-powershell-common.ps1)"
blacklist1 = EventCode="4104" Message="(?:Path:).+(?:\\splunk-powershell.ps1)"
blacklist2 = EventCode="4104" Message="(?:Path:).+(?:\\generate_windows_update_logs.ps1)"
blacklist3 = EventCode="4103" Message="(?:Host Application = ).(?:.*\\splunk-powershell.ps1\s.*)"
blacklist4 = EventCode="(4104|4103)" Message="(?:Path:).+(?:\\get-AllInterfaceConfig.ps1)"
blacklist5 = EventCode="4103" Message="(?:Host Application = ).(?:.*\\get-AllInterfaceConfig.ps1)"

[WinEventLog://Windows PowerShell]
index = main
disabled = false
renderXml = 0
blacklist = EventCode="(800|500|501)" Message="(?:HostApplication=).(?:.*\\get-
AllInterfaceConfig.ps1)"

Here’s where we ended up for SecKit IDM…
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But … FAIL. It is still 1.2MB per run!

Because you can’t filter the 4104…
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But 4104 events 
“automatically” 
warn for suspicious 
modules? Maybe 
only collect those?



© 2019  SPLUNK INC.

Nope. 
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Almost 200 modules are “Warning” worthy.

https://github.com/PowerShell/PowerShell/blob/master/src/System.Management.Automation/engine
/runtime/CompiledScriptBlock.cs

https://github.com/PowerShell/PowerShell/blob/master/src/System.Management.Automation/engine/runtime/CompiledScriptBlock.cs
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&!#$%!
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&!#$%!
LESSONS LEARNED!

• The SecKit IDM Interface Config powershell script is 
fundamentally incompatible with recommended powershell
logging. The 4104 from it are unfilterable at the UF/HF level. 
Reduce interval?

• Many other useful powershell logs may be difficult to filter: YMMV.

• Make sure you aren’t collecting duplicate info (4103 and 800!)

• Make sure you know what you’re collecting, at what interval, and 
why! Maybe an alternative to powershell for gathering?
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Can we filter better?

YES. But first…
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“Thanks for 
the advice. 
But what 

event codes 
SHOULD we 

collect?”
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What should we collect, and why?

Crazy Cat Lady photo

That’s a good question!

4688

5156

4625

4624

7045

1102

1102

4663

4704

1116

4103

4104

4647
4660

1

22

3
7

13

11

800

16

3

12

4100
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We typically answer with…
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We typically answer with…

What if we had an app for that?
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Hands On! Windows 
Event Code Guidance!
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Click.
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Select “Michael Gough and NSA.”
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SCROLL
DOWN
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SCROLL 
UP
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Click on 4688.
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Click and select “Recommended Events Table”
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1. Select “ALL” and “main” 2. Click!
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Which events are we collecting that 
we “should” be, and from how 
many hosts?
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Which events are we collecting that 
we MAYBE should NOT (for 
security use cases), and from how 
many hosts?
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Same question, answered graphically…
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Select “Individual Host Analysis”
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1. Select “All Time” – NOT REAL TIME ALL TIME

2. Click Submit!
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Onboard logs from your “golden image” and analyze!
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Where do I get it?

1. From the link provided in the Endpoint App:

https://splk.it/conf19-splunk-endpoint

2. Github:

https://github.com/stressboi/splunk_wineventcode_secanalysis

COMING! jp-CERT analysis as a 7th source!

https://splk.it/conf19-splunk-endpoint
https://github.com/stressboi/splunk_wineventcode_secanalysis
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Even with the best intentions…

Splunk eats too much.
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What’s normal?
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“ALL DATA IS SECURITY RELEVANT.”

--many people at Splunk, many times.
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What kind of endpoints and how?

Neely, 2018

Neely, 2018

1. Employer-owned Desktops

2. Employer-owned Laptops

3. Employee-owned Laptops

4. Servers (LoB, Legacy)

If these are the most likely 
endpoints to be 
compromised, shouldn’t we 
be collecting logs from them?
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What to collect from user endpoints?

▶ Intermediate
• Sysmon (with TaySwift or 

Olaf config + Splunk 
Tweaks)
• Captures registry 

instead of Splunk 
regmon

• Powershell
• Module Logging
• Script Block Logging

• Scripted Inputs

▶ Basic
• Windows Event logs

• Security
− Set up command process 

auditing (4688)

• System
• Application

• WindowsUpdateLog (on 
supported systems)

▶ Advanced/Specific
• Splunk Stream
• Perfmon
• Powershell Transcription 

Logs
• Applocker
• Windows Firewall
• WinPrintMon
• Native USB Auditing

Using the Universal Forwarder on Windows



© 2019  SPLUNK INC.

What to collect from user endpoints?

▶ Intermediate
• Sysmon (with TaySwift or 

Olaf config + Splunk 
Tweaks)
• Captures registry 

instead of Splunk 
regmon

• Powershell
• Module Logging
• Script Block Logging

• Scripted Inputs

▶ Basic
• Windows Event logs

• Security
− Set up command process 

auditing (4688)

• System
• Application

• WindowsUpdateLog (on 
supported systems)

▶ Advanced/Specific
• Splunk Stream
• Perfmon
• Powershell Transcription 

Logs
• Applocker
• Windows Firewall
• WinPrintMon
• Native USB Auditing

Using the Universal Forwarder on Windows

And what happens if you collect absolutely everything with no filtering?
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Storage and compute 
doesn’t grow on trees.
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(Justin Henderson, SANS 555 Course Author)
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What did we collect this year for BOTS?
• Latest UF (7.3.x) on every endpoint
• Latest Windows TA with all standard scripted inputs enabled except none of 

the “Mon” inputs (regmon, netmon, printmon, etc)
• Windows Security, System, Application Events using Michael Gough’s audit 

config and some blacklisting on Security events
• Microsoft Sysmon v10 with Olaf Hartong’s latest config + some more Splunk 

filtering tweaks
• Windows Powershell/Operational log (4103 and 4104 events)
• CB Response with watchlists and five standard threat feeds, as well as 

netconn and process events
• Splunk Stream collecting DNS, HTTP, TCP, UDP, DHCP and a few other 

protocols

To gauge ingest levels we look at Windows Events, Sysmon, Scripted TA 
output, and Powershell.
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Upwards of 50MB per endpoint? Uhoh.

What ingest did we see?



© 2019  SPLUNK INC.

In general, we had lots of extra stuff.

4673=Not recommended to collect

4688=Critical, but can also use 
Sysmon 1

4689=Not recommended to collect

4663=Granular object auditing
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Best case, ~6MB a day, worst, ~12MB!

If we remove those four codes…
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1. If you can at all use Sysmon, do so. Much more granular 
and flexible filtering for process events, file creates. 4688 is 
better than nothing.

2. Be ruthless about what event codes you collect. Collect the 
ones that meet your use case and are “recommended.”

3. renderXML=true may save you some space, we used 
Classic because of some issues we found with blacklisting

BOTS Lessons Learned
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• Large, Fortune 500 company based in the US
• 70,000 Windows endpoints running Carbon Black Response
• cb-event-forwarder to get raw sensor data in Splunk
• COLLECT: Process info, network connection info, alerts, watchlists
• NOT COLLECT: File modifications, registry modifications, and module loads: 

diminishing returns from both splunk license and storage perspective…

(and if you need to, you can always hunt this stuff in the native tool.)

600GB a day (about 8.5MB per endpoint, per day!) 



© 2019  SPLUNK INC.



© 2019  SPLUNK INC.

What our BOTS machines collected from CB
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What our BOTS machines looked like from CB
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What our BOTS machines looked like from CB
What the heck is that?These look like 7-8 MB a day…
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JWORTOSKI had a broken IPv6 config?
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JWORTOSKI was different.
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Other Endpoints…

• Evidently CB’s “netconn” collects IPv6 by default
• Could filter this in a number of places – cb forwarder config or UF on 

forwarder box with indexed extractions, or indexers
• Review your data and look for anomalies like this to filter out!

BOTS 5: ONLY IPv6! You heard it here first.
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633GB from ~4,500 Production Windows Servers
(~140MB a day per Server)

868GB from ~18,000 Endpoints (mostly Windows)
(~48MB a day per Endpoint)

NO FILTERING.

Fortune 500 Customer w/Crowdstrike Falcon
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• Three ways to get data into your own Splunk instance:
• Falcon SIEM Connector (detections and audit events)
• Falcon Streaming API (detections and audit events)
• Falcon Replicator (granular sensor data) usually via SQS
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• Three ways to get data into your own Splunk instance:
• Falcon SIEM Connector (detections and audit events)
• Falcon Streaming API (detections and audit events)
• Falcon Replicator (granular sensor data) usually via SQS

Data Replicator provides hunting data.

Allows you to retain far more data in 
Splunk, historically (more than 7 days).

(Data newer than 7 days is available in CS 
console, which is OEM Splunk…)

Real time….for current customers!
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Data from Crowdstrike’s Falcon 
Replicator…

Process (over 80%), DNS, File, etc.
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Data from Crowdstrike’s Falcon 
Replicator…

Process (over 80%), DNS, File, 
Authentication
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What would endpoint 
collection nirvana look 
like?

Well, how many hours a 
day do your employees 
work?



© 2019  SPLUNK INC.

Except for … millennials?
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~1MB per hour a “nirvana” goal.

But realistically, max 2MB per work-hour.
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“Sure, but know that it’s gonna increase our 
Splunk ingest/storage/compute cost.”
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What can we do besides audit config and filter?

Pre-Index, or “Stream” Processing!

dsp
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MAGIC! 
From 
Splunk!
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MAGIC! 
From a 
partner!
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What magic?

“Reduce by Half.”
(x10)
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“But I can just continue to play with audit configs 
at the source, and white/blacklists…”

Key Takeaway: Stream Processing 
centralizes and eases the config and puts 
YOU in complete control of your events, 

and where they end up.

Let forwarders forward and indexers index 
and search.



© 2019  SPLUNK INC.

At-scale Windows event 
filtering and routing in DSP!
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Cribl filtering of 
unwanted 

Crowdstrike k/v pairs!

7TB became 3TB.
(They also dropped certain 

classes of events…)
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Filtering of Common 
DNS Destinations!

(Variation: Alexa Top 1000)

https://blog.cribl.io/2019/01/28/using-cribl-to-analyze-dns-
logs-in-real-time-part-2/

https://blog.cribl.io/2019/01/28/using-cribl-to-analyze-dns-logs-in-real-time-part-2/
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MD5 Hashing of Powershell
Script Block Logging 
Content!

Remember our 
pesky 4104 
filtering issue?
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Capture everything in the 
Message prior to 
“ScriptBlock”…
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…and if it’s the same hash, 
suppress it unless 10m 
(configurable) has elapsed.
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DSP has a very rich library of 
functions…including hashing.

DSP 
too?
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Does it scale?

DSP: 5 nodes
27TB a day.

*
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The Universal Forwarder: Pros and Cons

• No per-node license
• Fully supported by Splunk
• Lots of success and community 

help
• Efficient and secure transfer of 

data
• Efficient distribution of data (if 

architected properly)
• Less complexity
• Lots of capability besides “just 

logs”
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Slides from .confs of yore…
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The Universal Forwarder: Pros and Cons

• It’s an agent.

• No per-node license
• Fully supported by Splunk
• Lots of success and community 

help
• Efficient and secure transfer of 

data
• Efficient distribution of data (if 

architected properly)
• Less complexity
• Lots of capability besides “just 

logs”
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People HATE agents.
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The Universal Forwarder: Pros and Cons

• It’s an agent
• You have to install and maintain 

it
• It doesn’t run on all OS’s you 

may have
• It only sends to Splunk*
• Improperly configured it can 

impact performance
• It can be used for good…or 

evil…

• No per-node license
• Fully supported by Splunk
• Lots of success and community 

help
• Efficient and secure transfer of 

data
• Efficient distribution of data (if 

architected properly)
• Less complexity
• Lots of capability besides “just 

logs”
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You could use Windows Event Forwarding!
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You could use Windows Event Forwarding!
COLLECTION

options
INDEXING

S2S

UF or HF

HEC

Maybe winlogbeat or Azure Event Hub, too…



© 2019  SPLUNK INC.

WEF Pros and Cons
• No agent!
• No additional license cost
• Supported by Microsoft
• Can support most modern 

versions of Windows
• Might be the “only” option due 

to agentless
• Easy to configure on the 

endpoint via GPO
• No need to filter UF “junk” from 

4688/Powershell/Sysmon
• Now supported by the Windows 

TA so…”officially supported” by 
Splunk (XML needed)

• You shift processing to a much smaller 
number of nodes! Latency abounds.

• You have to create and maintain a 
complex collection infrastructure.

• Higher network utilization due to 
XML:SOAP wrappers

• DCOM and RPC=++ attack surface
• Difficult to collect off campus
• No failover, no load balancing, might 

lose events.
• Data sources limited to “events that 

can log to .evtx format” so no IIS, 
DHCP, Windows Update, scripted 
collection…

• If you don’t use UF/HF then custom 
props/transforms

• Must use XML render
• Troubleshooting notoriously hard!



© 2019  SPLUNK INC.

WEF relies on 
WinRM.

WinRM should 
be hardened 

(prevent lateral 
move).
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[WinEventLog://ForwardedEvents]
blacklist1 = EventCode="566" Message="Object Type:\s+(?!groupPolicyContainer)"
blacklist2 = 4656,4658,4660-4663,4665-4667,4673,4690,4793,4907,4932,4933,4985
blacklist3 = 5061,5058,5145,5152,5154,5156-5158
blacklist4 = 26401,36886
blacklist5 = EventCode="4688" Message="(?:New Process 
Name:).+(?:SplunkUniversalForwarder\\bin\\splunk.exe)|.+(?:SplunkUniversalForwarder\\bin\\splunkd.exe)|.+(?:SplunkUniversalForwar
der\\bin\\btool.exe)|.+(?:Splunk\\bin\\splunk.exe)|.+(?:Splunk\\bin\\splunkd.exe)|.+(?:Splunk\\bin\\btool.exe)|.+(?:Agent\\MonitoringHost.e
xe)"
blacklist6 = 2002,4614,4664,4675,4700-
4702,4717,4779,4905,4931,4933,4944,4945,4957,5012,5024,5056,5058,5059,5061,5379,5440,5442,5444,5447,5448,5450,5478,5632,5633,588
9,5890,6278,6419,6421,6422,7001,7036,7043
blacklist7 = EventCode="4674" 
Message=".*[\S\s]*Account\sName:\s:.+specadmin.+Process\sName:.+\\Windows\\SysWOW64\\wbem\\WmiPrvSE.exe|.+\\Windows\\Syst
em32\\wbem\\WmiPrvSE.exe"
current_only = 0
disabled = 0
evt_dc_name =
evt_dns_name =
evt_resolve_ad_obj = 0
host = WinEventLogForwardHost
renderXML=false
interval = 60
sourcetype = WinEventLog:ForwardedEvents
start_from = oldest
suppress_sourcename=true
suppress_keywords=true
suppress_type=true
suppress_task=true
suppress_opcode=true
suppress_text=true

Prevents event latency, but actually isn’t 
ideal, and isn’t CIM compliant…

wineventlog://ForwardedEvents/
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We don’t have a lot of examples of successful 
WEF/WEC deployment at scale. L
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what about…
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You could use cloud storage*!

WEF WEC Azure Event Hub
• Windows Logs
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You could use cloud functionality*!
osquery Kinesis Streams or 

Firehose*

• Splunk Add On for 
Amazon  Kinesis 
Firehose

• Splunk Input for 
Kinesis Streams

• SQS-based S3 
input

(S3)
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You could pay for and use Microsoft Defender ATP!

ATP

Azure Storage
Or Event Hubs

Defender*
• Alerts
• Detections
• Raw “Hunting” Events
• (not Win Events)

• ATP capability built into Windows 10, later server versions. 
Installable on 7,8,2016, 2012

• Needs E5 license for desktops and Azure Security Center 
licenses for servers

• MacOS (but signature based)
• No CIM mapping

• DSP or ATP Modular Input 
(Alerts and Detections)
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Hands On! Encoded 
Powershell Logs!
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How did Violent Memmes avoid C2 detection during execution?

Sourcetypes: Microsoft Sysmon and/or WinEventLog:Security

MITRE ATT&CK: Execution
T1086: Powershell
T1043: Commonly Used Port
T1132: Data Encoding
T1172: Domain Fronting
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WINDOWS AND SYSMON EVENTS 

The adversary used domain fronting to obfuscate the 
origin of their command and control (C2) traffic. Clues 

exist that provide insights into the HTTP host header used 
to mask the true origin of the traffic. What is the host 

header that is used by the adversary?

(7 correct!)
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(Hands On 
Redacted)
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sysmon 1.0

What’s New?
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What’s new with Sysmon?

• DNS Logging with EventCode 22

• Our TA for Sysmon is Endpoint CIM compliant

• The Github version supports Sysmon 10.x

• Researchers publishing new rulesets for granular detections:
• UAC Bypass
• Chinese/Vietnamese/Iranian keyboard layout connecting to server
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Updated Olaf/TaySwift Sysmon to Eliminate this:

https://splk.it/conf19-splunk-endpoint
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New “SEDCMD” Cleanups in Win TA 6.0!
[source::XmlWinEventLog:Security]
…
##### Explanation for SEDCMD Extractions #####
## windows_security_event_formater: This will replace all values like "Account Name:-" to "Account Name:"
## windows_security_event_formater_null_sid_id: This will replace all values like "Security ID:NULL SID" to "Security ID:" and all values like "Logon ID:0x0" to "Logon ID:"
## cleansrcip: This will replace all values like "Source Network Address: ::1" or "Source Network Address:127.0.0.1" to "Source Network Address:"
## cleansrcport: This will replace all values like "Source Port:0" to "Source Port:"
## remove_ffff: This will replace all values like "Client Address: ::ffff:10.x.x.x" to "Client Address:10.x.x.x" which Addresses most of the Ipv6 log event issues
## clean_info_text_from_winsecurity_events_certificate_information: This will delete all the infomation text at the end of event starting from "Certificate information is..." before 
indexing
## clean_info_text_from_winsecurity_events_token_elevation_type: This will delete all the infomation text at the end of event starting from "Token Elevation Type indicates..." before 
indexing
## clean_info_text_from_winsecurity_events_this_event: This will delete all the infomation text at the end of event starting from "This event is generated..." before indexing
## cleanxmlsrcport: This will replace all values like <Data Name='IpPort'>0<\/Data> to <Data Name='IpPort'><\/Data> in XmlWinEventLog:Security
## cleanxmlsrcip: This will replace all values like <Data Name='IpAddress'>::1<\/Data> or <Data Name='IpAddress'>127.0.0.1<\/Data> to <Data Name='IpAddress'><\/Data> in 
XmlWinEventLog:Security

##### SEDCMD Extractions #####
#SEDCMD-windows_security_event_formater = s/(?m)(^\s+[^:]+\:)\s+-?$/\1/g
#SEDCMD-windows_security_event_formater_null_sid_id = s/(?m)(:)(\s+NULL SID)$/\1/g s/(?m)(ID:)(\s+0x0)$/\1/g
#SEDCMD-cleansrcip = s/(Source Network Address: (\:\:1|127\.0\.0\.1))/Source Network Address:/
#SEDCMD-cleansrcport = s/(Source Port:\s*0)/Source Port:/
#SEDCMD-remove_ffff = s/::ffff://g
#SEDCMD-clean_info_text_from_winsecurity_events_certificate_information = s/Certificate information is only[\S\s\r\n]+$//g
#SEDCMD-clean_info_text_from_winsecurity_events_token_elevation_type = s/Token Elevation Type indicates[\S\s\r\n]+$//g
#SEDCMD-clean_info_text_from_winsecurity_events_this_event = s/This event is generated[\S\s\r\n]+$//g

## For XmlWinEventLog:Security
#SEDCMD-cleanxmlsrcport = s/<Data Name='IpPort'>0<\/Data>/<Data Name='IpPort'><\/Data>/
#SEDCMD-cleanxmlsrcip = s/<Data Name='IpAddress'>(\:\:1|127\.0\.0\.1)<\/Data>/<Data Name='IpAddress'><\/Data>/

Non-destructive truncate of 
Message block 
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cmdReporter is an endpoint detection and response tool for macOS. 

Using native built-in resources, it collects the
data IT security teams need to hunt threats on macOS computers in real time.

8MB daily on average, 14MB if highly granular network connections enabled
(If a process changes prefs, elevates privs, or makes network connections info is sent)

25,000 mac endpoints so far…

cmdReporter macOS Agent!

Thanks Dan Griggs!
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What cmdReporter does

~48,800 MB/day ~8 MB/day



macOS 10.15b1 security data in Splunk cross-platform dashboard

(infosec app)
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Hands On! Sysmon
DNS Event 22 and CB
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What evidence can we find surrounding previous infiltration from Violent 
Memmes?

Sourcetypes: Microsoft Sysmon (or any other source that provides DNS 
query info), Carbon Black Response

MITRE ATT&CK: Establish and Maintain Infrastructure, Execution
T1333 Dynamic DNS (pre ATT&CK)
T1085 Rundll32



© 2019  SPLUNK INC.

SYSMON DNS LOGGING AND CARBON BLACK 
PROCESS EXECUTION

There is evidence in the logs that the Violent Memmes
have been on the Frothly network before. If you follow that 

evidence, what is the Base64 string of the fully qualified 
domain name (FQDN) the adversary communicates with?

(ZERO correct! 80 wrong attempts.)
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(Hands On 
Redacted)
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• Endpoints remain one of the most 
important security data sources.

• There are many rich and varied 
endpoint sources both free and 
commercial you can ingest, and 
they are critical for advanced 
detection.

• Not everything is critical to collect 
and we now have tools to help 
you decide what is best for you!

Take-aways!
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You!
Thank

RATE THIS SESSION
Go to the .conf19 mobile app to


