© 2020 SPLUNK INC.

How to Achieve
Your Business
Goals Using

Splunk Workload
Management

Shalabh Goyal Hongxun Liu
Product Manager | Splunk Principal Engineer | Splunk



Forwa rd - During the course of this presentation, we may make forward-looking statements regarding
future events or plans of the company. We caution you that such statements reflect our

L o o ki n current expectations and estimates based on factors currently known to us and that actual
events or results may differ materially. The forward-looking statements made in the this

Statem e nts presentation are being made as of the time and date of its live presentation. If reviewed after
its live presentation, it may not contain current or accurate information. We do not assume

LI II 200 IIIIIISIIIIIIIII SIS S any obligation to update any forward-looking statements made herein.

In addition, any information about our roadmap outlines our general product direction and is
subject to change at any time without notice. It is for informational purposes only, and shall
not be incorporated into any contract or other commitment. Splunk undertakes no obligation

O either to develop the features or functionalities described or to include any such feature or
functionality in a future release.

Splunk, Splunk>, Data-to-Everything, D2E and Turn Data Into Doing are trademarks and registered trademarks of Splunk Inc. in the United States
and other countries. All other brand names, product names or trademarks belong to their respective owners. © 2020 Splunk Inc. All rights reserved
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Agenda

Review workload management,
learn latest enhancements

and use them to achieve your
business goals

. Workload Management Review

Let’s catchup

. Recent Enhancements

Good things are happening

. Solving Business Use Cases

Make it work!

. Best Practices

Watch out

. Resources

Get help
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Important Splunk Admin Tasks

Broad categorization

Prioritize Manage at Scale
(o
Q =
Service business use Manage apps, users,
cases in order of priority capacity...

© 2020 SPLUNK INC.

Remediate

i

Take remediati.on actions to
resolve issues
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Splunk Workload Management

® @
* Prioritize ingest Prioritize Control * Filter poorly written
: . issi searches
- Run high priority Workloads Admission
searches in reserved « Control peak hours
pool workload
Workload Management
Monitor & Simplify
Remediate Management
® ~ 5
- Abort/move/alert on long * Rule based management
running searches - Monitor/track impact
* Filter wildcard searches . Educate users
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Workload Management (review)

Using workload management rules to prioritize business critical searches during execution

Workload Categories/Pools Workload Rules
N
Splunk Name Condition Action
Resources
\r/ abort ( role=admin) Abort
/J\ /J\ /J\ runtime>15m
: throttle ( role=admin) Move to:
Ingest (40%) Search Misc (10%) runtime>10m Standard Pool
high_priority | search type=adhoc Place in High
A role=security Priority Pool
High Priority
(35%)
N
N
Standard
(15%)
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Enhancements to Workload Management

Custom User Simplified
Admission Rules Messages Management
Filter out wildcard searches Educate users that trigger Monitor impact of
workload rules workload rules

splunk> m
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Search Lifecycle

@ Searches in pipeline
a e

@ Searches admitted
.

Admitted Search
High Priority Standard

O]

@\ @ Searches in execution
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Admin Controls

& @ N

0 Admission Control
() (2)  Quota controls
S — Role/user quotas

« Maximum concurrency
— Scheduled, total concurrency

* [New] Admission rules

Admitted Search .
Search Execution

* Place in Workload Pools
— Prioritize workloads

« Monitor during execution
— Remediate long running searches
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Admission Rules (New)

Filter rogue searches that may impact other users

Admission Rules Workload Pools Workload Rules

Admission Rules

Rule Action User Message

Admission Rule Predicate (Condition)

@Alltime

no_new_user

@nowildcard

Filter search Please specify a shorter time duration.

(NOT app=splunk_monitoring_console) AND (NOT role=admin) AND search_time_range=alltime

Filter search Please run your search outside of peak hours

role=new_user

Filter search Please specify an index

index=" AND (search_type=adhoc OR search_type=scheduled)

©) ®

Disallow ‘new users’ to run searches in peak
hours

©

Filter ‘alltime’ range searches except from
monitoring console or admin

© 2020 SPLUNK INC.

( Admission Rules Enabled

Add Admission Rule

Schedule Actions
Always On Edit Delete
Every Day Edit Delete
(9:00) - (12:00)

Always On Edit Delete

Filter any wildcard searches that are adhoc or
scheduled (DMA searches excluded)
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Custom User Messages (New)

Using workload management rules to prioritize business critical searches

Define User Message

New Admission Rule

Name @)

Predicate (Condition) (3

e.g. index=security AND role=admin

Schedule ) Always On

Action Filter search

User Message ()

| n Please specify an index

Cancel

User Message

Search aborted after pre-defined runtime

NeW Sea rch Save As ¥ Create Table View Close

index=_internal All time » n
|

Your query ran for more than 10s. Please check the best practices and refine your query.

Search filtered due to admission rules

New Search Close

index=* All time v n
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spIunk Apps ¥ Administrator v 1 Messages v Settings v Activity v Help v Find

Overview Summary Health Check Indexing ¥ Search v Resource Usage ¥ Forwarders v Settings v Run a Search ?& Monitoring Console

Workload Management Monitoring
Role Time Range Split by

«= | Slice by Action, User, Rule

A
g

Number of searches aborted Number of searches reclassified Number of searches triggering an alert

1 2 0

Number of searches per action triggered over wim_action

I search_count
a n a e m e n N
0 01 02 03 04 05 06 07 08 09 1 1 12 13 14 15 16 17 18 19 2
Total # of searches
( N eW) Number of searches per wim_action over time
4

Timeline of impact S

Action triggered

# of searches

1215 PM 1230 PM 12:45 PM 115 PM 130PM 145 PM 2:00 PM 215 PM 230PM 2:45PM 3:00 PM 3; 330 PM 400 PM
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Transition Slide for
New Speaker
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Use Case 1: Splunk Cloud

Uses a single SHC with core workload and ITSI

Key Use Cases

* High priority for ITSI searches

* Put searches from novice Splunk users in low priority pool
* Limit realtime searches to 5m

* No user searches with index="

* No user searches with all time range

* Pre-provisioned Search Pools
* High Priority

- Standard

* Low Priority
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Use Case 2: Splunk On-prem

Multiple SH deployment

Deployment

» SH for Corporate Teams — Finance, HR, Legal
¢ SH for Dev Team — R&D
- Single shared indexer cluster

Key Use Cases

* Ingest protection

* High priority for Executives on Corporate team SH
* High priority for Security on Dev team SH

splunk> m
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Best Practices

Allocate resource appropriately
— Think through memory allocation well
— SH and IDX may have different resource allocations

- Don’t overcrowd the high priority pool
— Allocate majority of CPU resources and minority number of searches

« Think through mixed deployment well (SH, SHC, IDXC)
 Onboard a single use case at a time — crawl, walk, run

- Remember the corner cases
— Workload rules have top down precedence
— Roles inheritance needs to be accounted
— Some DMA searches may be using index=*
— View indexes feature and monitoring app may use alltime searches
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Res o u I ‘ :es Resource Allocation for Ingestion and Search Workloads
Oftentimes you want to ensure that heavy search workload does not result in data ingestion lag or drop,

and vice versa search execution is not impacted because of heavy ingestion load. This can be achieved by
allocating CPU and Memory resources across ingest and search categories. The example below illustrates
the CPU utilization by ingest and search workloads at four periods of time when workload management is
enabled.

B I Og S 1. Period 1: Only a single search is running in Default_Search pool. As there is no CPU contention, it gets

as much CPU as required (34%) although the CPU allocation was 14%.

https://www.splunk.com/en us/blog/tips-and-tricks.html O Voufube o

* Best practices for using admission rules in Splunk workload
management

Workload Management
View, eat. nd o mons tor workdos lce

ccccccccccccccccc

* Best practices for using Splunk workload management

* Get in command of Splunk resources with workload
management (part 1, 2, 3)

S I u n k U Se r G rO u S I a Ck C h a n n e I The example below illustrates the impact of workload management on high priority searches. The system

p p consists of 3 indexers and a search head with the resource allocation as shown below. The HPSearch pool
is configured with 15% CPU allocation in this example, but generally, you will give more resources to this
pool (even as high as 70-80%). If unused, the CPU cycles will be shared with workloads allocated to other

#workload_management

Search Head

Search Execution Time Comparison
- SH, IDX cPu Mem - 41% improvement
S Iul Ik Ed uCatIOI I o o o
HPSearch | 15% 85%
CR]

. N O ||@ Hin
https://www.splunk.com/en us/training/courses/splunk- L
workload-management.html

de

3

System Setup Results
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Key
Takeaways

Splunk Workload
Management provides
powerful controls that
help you prioritize,
manage, scale and
remediate

222222222222222

. Workload Management now allows more

controls, better user messaging and
simplified management

. Workload Management is pre-configured

for Splunk Cloud

. Follow the best practices to get most value
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| hank You

Please provide feedback via the
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