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During the course of this presentation, we may make forward‐looking statements regarding 
future events or plans of the company. We caution you that such statements reflect our 
current expectations and estimates based on factors currently known to us and that actual 
events or results may differ materially. The forward-looking statements made in the this 
presentation are being made as of the time and date of its live presentation. If reviewed after 
its live presentation, it may not contain current or accurate information. We do not assume 
any obligation to update any forward‐looking statements made herein.

In addition, any information about our roadmap outlines our general product direction and is 
subject to change at any time without notice. It is for informational purposes only, and shall 
not be incorporated into any contract or other commitment. Splunk undertakes no obligation 
either to develop the features or functionalities described or to include any such feature or 
functionality in a future release.

Splunk, Splunk>, Data-to-Everything, D2E and Turn Data Into Doing are trademarks and registered trademarks of Splunk Inc. in the United States 
and other countries. All other brand names, product names or trademarks belong to their respective owners. © 2020 Splunk Inc. All rights reserved
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Agenda
| rest splunk_server=local 
services/search/scheduler

1) What is the job inspector?
• Available both in the UI and REST
• Tool that offers insights into various aspects of search jobs

2) Why is the job inspector important?
• Troubleshoot a broken search
• Optimize an inefficient search

3) What can the job inspector tell me?
• Search execution costs
• Search properties (and saved search job properties)
• search.log, which is not currently logged in the internal indexes
• Errors, warnings, and debug messages
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/job_inspector
BaDaDaDaDa Inspector Gadget
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What is the job inspector?

• Tool offered in Splunk web allowing users to troubleshoot their searches
• Contains a wealth of data to make searches more efficient
• Provides helpful information such as:

– job status
– errors
– events per second
– execution costs
– search job properties
– saved search properties, if job uses saved search
– search logs

localhost:8000/manager/search/job_inspector?sid=<sid>
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Basics

Status
• Find the status of a job at the top of the

job inspector or in job properties

Errors
• Find errors in search.log or at the top of the

job inspector

Measure Performance
• eps (events per second) = scanCount / runDuration

eps > 10k / indexer = 

Status, errors, eps
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Example: Error Message
Lookup does not exist, but props reference does

*This could also be a problem if the lookup existed but was private or not shared globally
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Execution Costs
KaPow!
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Execution Cost Properties
| rest services/search/jobs/<sid>

1) Duration in seconds
Cumulative run time over all phases 
(SH + IDXs)
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Execution Cost Properties
| rest services/search/jobs/<sid>

1) Duration in seconds
Cumulative run time over all phases 
(SH + IDXs)

2) Component
Hierarchical structure of commands 
and their subcomponents
Note: Durations of indented 
subcomponents are included in the 
parent component’s duration
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Execution Cost Properties
| rest services/search/jobs/<sid>

1) Duration in seconds
Cumulative run time over all phases
(SH + IDXs)

2) Component
Hierarchical structure of commands
and their subcomponents
Note: Durations of indented 
subcomponents are included in the 
parent component’s duration

3) Input/Output counts
Number of events going in and out of that 
component
Exception: For dispatch.stream.remote
this is bytes sent from the IDXs to the SH
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Execution Costs
| rest services/search/jobs/<sid>

1) command.<command>
Running <command> throughout 
search
Focus optimization on large 
durations first



©  2 0 2 0  S P L U N K  I N C .

Execution Costs
| rest services/search/jobs/<sid>

1) command.<command>
Running <command> throughout 
search
Focus optimization on large 
durations first

2) command.search.fieldalias
Renaming fields defined in 
props.conf
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Execution Costs
| rest services/search/jobs/<sid>

1) command.<command>
Running <command> throughout 
search
Focus optimization on large
durations first

2) command.search.fieldalias
Renaming fields defined in props.conf

3) command.search.kv
Applying search-time field extractions 
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Execution Costs
| rest services/search/jobs/<sid>

1) command.<command>
Running <command> throughout 
search
Focus optimization on large
durations first

2) command.search.fieldalias
Renaming fields defined in props.conf

3) command.search.kv
Applying search-time field extractions 

4) command.search.lookups
Creating new fields from automatic 
lookups 
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Execution Costs
| rest services/search/jobs/<sid>

1) command.<command>
Running <command> throughout 
search
Focus optimization on large
durations first

2) command.search.fieldalias
Renaming fields defined in props.conf

3) command.search.kv
Applying search-time field extractions 

4) command.search.lookups
Creating new fields from automatic 
lookups 

5) command.search.typer
Assigning event types
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Execution Costs
| rest services/search/jobs/<sid>
1) dispatch.stream.remote

Time spent by the Indexers: Shows whether 
IDXs or the SH is doing the heavy lifting
Total bytes returned to SH: Lower numbers 
indicate more efficient search and first reporting 
command
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Execution Costs
| rest services/search/jobs/<sid>
1) dispatch.stream.remote

Time spent by the Indexers: Shows whether 
IDXs or the SH is doing the heavy lifting
Total bytes returned to SH: Lower numbers 
indicate more efficient search and first reporting 
command

2) dispatch.stream.remote.<IDX>
Large differences between Indexers can 
indicate poor data balance (different bytes 
returned) or lower hardware performance 
(similar bytes but slower)
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Execution Costs
| rest services/search/jobs/<sid>
1) dispatch.stream.remote

Time spent by the Indexers: Shows whether 
IDXs or the SH is doing the heavy lifting
Total bytes returned to SH: Lower numbers 
indicate more efficient search and first reporting 
command

2) dispatch.stream.remote.<IDX>
Large differences between Indexers can 
indicate poor data balance (different bytes 
returned) or lower hardware performance 
(similar bytes but slower)

3) startup.handoff
Cumulative time spent communicating to all 
Indexers and setting up the search processes
Large durations relative to Indexer count can 
indicate network issues or overloaded Indexers
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Example: NTP Inspector
Indexer time synchronization is broken → startup.handoff shows implausible number

search.log to the rescue:

IDX0: 08-04-2020 20:40:32.888 INFO dispatchRunner - Search process [...]
IDX1: 08-04-2020 20:40:32.887 INFO dispatchRunner - Search process [...]
IDX2: 08-04-2020 20:40:40.579 INFO dispatchRunner - Search process [...]
IDX3: 08-04-2020 20:40:47.969 INFO dispatchRunner - Search process [...]

→ IDX2+3 need their NTP config fixed
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Execution Costs
| rest services/search/jobs/<sid>

1) command.search.index
Time spent crawling the tsidx files

2) command.search.index.bucketcache
Number of SmartStore buckets hit in the cache or 
missed and downloaded from S3

3) command.search.index.usec_N_M
Number of IO operations that took between
N and M microseconds
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Search Job Properties
Wham!
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Search Job Properties
| rest services/search/jobs/<sid>
1) scanCount

Events loaded off disk and ”field extracted” 
(props.conf applied)

2) eventCount
Number of events returned by the 
generating search command

3) resultCount
Number of results returned from last 
command

4) runDuration
Duration (in seconds) search took to run
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Search Job Properties
| rest services/search/jobs/<sid>

1) optimizedSearch
Search ran by Splunk after 
optimizing SPL 
(none if optimizer doesn’t run: 
|noop search_optimization=false)
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Search Job Properties
| rest services/search/jobs/<sid>

1) optimizedSearch
Search ran by Splunk after 
optimizing SPL 
(none if optimizer doesn’t run: 
|noop search_optimization=false)

2) phase0
Search ran by indexers –
expands field aliases,calculated 
fields, etc.
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Search Job Properties
| rest services/search/jobs/<sid>

1) optimizedSearch
Search ran by Splunk after 
optimizing SPL 
(none if optimizer doesn’t run: 
|noop search_optimization=false)

2) phase0
Search ran by indexers –
expands field aliases,calculated 
fields, etc.

3) phase1
Executing the streaming and 
transformatin commands
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Improve Job Inspector
Add debugging

DEBUG logging to job inspector
to troubleshoot
In limits.conf:

[search_info]
infocsv_log_level = DEBUG
• Pulls lispy to the top of the job inspector
• Displays subsearch output in the top of the 
job inspector
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Improve Job Inspector
Add debugging

DEBUG logging to job inspector
to troubleshoot
In limits.conf:

[search_info]
infocsv_log_level = DEBUG
• Pulls lispy to the top of the job inspector
• Displays subsearch output in the top of the 
job inspector

[search_metrics]
debug_metrics = true
• Outputs detailed search metrics, such as 
command time spent on each peer

• Not related to metrics.log. 
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Search Logs
Log, I am your father
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What’s In Search Logs?
| rest services/search/jobs/<sid>/search.log

1) ERROR/WARN logs
Find all ERROR and WARN messages, even ones 
not displayed in the top level of the job inspector
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What’s In Search Logs?
| rest services/search/jobs/<sid>/search.log

1) ERROR/WARN logs
Find all ERROR and WARN messages, even ones
not displayed in the top level of the job inspector

2) Search Context
dispatchRunner, UnifiedSearch, SearchParser
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What’s In Search Logs?
| rest services/search/jobs/<sid>/search.log

1) ERROR/WARN logs
Find all ERROR and WARN messages, even ones
not displayed in the top level of the job inspector

2) Search Context
dispatchRunner, UnifiedSearch, SearchParser

3) Lookups
CsvDataProvider, SearchOperator:kv, 
SearchEvaluatorBasedExpander
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What’s In Search Logs?
| rest services/search/jobs/<sid>/search.log

1) ERROR/WARN logs
Find all ERROR and WARN messages, even ones
not displayed in the top level of the job inspector

2) Search Context
dispatchRunner, UnifiedSearch, SearchParser

3) Lookups
CsvDataProvider, SearchOperator:kv, 
SearchEvaluatorBasedExpander

4) Search Processes
StatsContext, StatsProcessor[V2], SortOperator, 
TsidxStats
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What’s In Search Logs?
| rest services/search/jobs/<sid>/search.log

1) ERROR/WARN logs
Find all ERROR and WARN messages, even ones
not displayed in the top level of the job inspector

2) Search Context
dispatchRunner, UnifiedSearch, SearchParser

3) Lookups
CsvDataProvider, SearchOperator:kv, 
SearchEvaluatorBasedExpander

4) Search Processes
StatsContext, StatsProcessor[V2], SortOperator, 
TsidxStats

5) Search Optimization
AstOptimizer, SearchPhaseGenerator
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What’s Next?
latest = +1d

1)Go check out the job inspector
Find one of the longest-running jobs in your 
environment and see what the job inspector tells you. 
Tweak the search a little and see what changes in the 
job inspector. Purposely hit a limit (that only affects 
you/that search, not the system and other users, 
something like a join limit) or syntax error to see what 
messages are created.

2)Have more questions?
Check out the resources on the next slide
Read the docs
Reach out on Answers
Reach out on Slack
Reach out to us
Ask now 
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Resources
Job Inspector Properties Docs 
https://docs.splunk.com/Documentation/Splunk/latest/Search/Viewsearchjobproperti
eswiththeJobInspector

REST Endpoint for developers/poking around 
https://docs.splunk.com/Documentation/Splunk/latest/RESTREF/RESTsearch#sear
ch.2Fjobs

Splunk Optimizations Docs 
https://docs.splunk.com/Documentation/Splunk/latest/Search/Built-
inoptimization#Optimization_settings

Martin’s B-Sides Job Inspector talk 
https://www.youtube.com/watch?v=1QCZ5klSptM

Martin’s Optimizing Knowledge Object’s talk 
https://conf.splunk.com/session/2015/conf2015_MMueller_Consist_Deploying_Opti
mizingSplunkKnowledge.pdf / http://conf.splunk.com/session/2015/recordings/2015-
splunk-134.mp4

Martin’s Lispy talk 
https://conf.splunk.com/files/2019/slides/FN1003.pdf / https://conf.splunk.com/files/2
019/summit/FN1003.mp4

Splunk Math: How Users Learn
About Job Inspector

Slack Splunk Community Website Splunk Docs Ask here

| search splunkdocs = true

1%
Ask here

https://docs.splunk.com/Documentation/Splunk/latest/Search/ViewsearchjobpropertieswiththeJobInspector
https://docs.splunk.com/Documentation/Splunk/latest/RESTREF/RESTsearch#search.2Fjobs
https://docs.splunk.com/Documentation/Splunk/latest/Search/Built-inoptimization#Optimization_settings
https://www.youtube.com/watch?v=1QCZ5klSptM
https://conf.splunk.com/session/2015/conf2015_MMueller_Consist_Deploying_OptimizingSplunkKnowledge.pdf
http://conf.splunk.com/session/2015/recordings/2015-splunk-134.mp4
https://conf.splunk.com/files/2019/slides/FN1003.pdf
https://conf.splunk.com/files/2019/summit/FN1003.mp4


SESSION SURVEY
Please provide feedback via the
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