Forward-
Looking
Statements

This presentation may contain forward-looking statements regarding future events, plans or the
expected financial performance of our company, including our expectations regarding our products,
technology, strategy, customers, markets, acquisitions and investments. These statements reflect
management’s current expectations, estimates and assumptions based on the information currently
available to us. These forward-looking statements are not guarantees of future performance and involve
significant risks, uncertainties and other factors that may cause our actual results, performance or
achievements to be materially different from results, performance or achievements expressed or implied
by the forward-looking statements contained in this presentation.

For additional information about factors that could cause actual results to differ materially from those
described in the forward-looking statements made in this presentation, please refer to our periodic
reports and other filings with the SEC, including the risk factors identified in our most recent quarterly
reports on Form 10-Q and annual reports on Form 10-K, copies of which may be obtained by visiting the
Splunk Investor Relations website at www.investors.splunk.com or the SEC's website at www.sec.gov.
The forward-looking statements made in this presentation are made as of the time and date of this
presentation. If reviewed after the initial presentation, even if made available by us, on our website or
otherwise, it may not contain current or accurate information. We disclaim any obligation to update or
revise any forward-looking statement based on new information, future events or otherwise, except as
required by applicable law.

In addition, any information about our roadmap outlines our general product direction and is subject to
change at any time without notice. It is for informational purposes only and shall not be incorporated into
any contract or other commitment. We undertake no obligation either to develop the features or
functionalities described or to include any such feature or functionality in a future release.

Splunk, Splunk>, Data-to-Everything, D2E and Turn Data Into Doing are trademarks and registered trademarks of Splunk Inc. in the United States and other
countries. All other brand names, product names or trademarks belong to their respective owners. © 2021 Splunk Inc. All rights reserved.
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Monitoring Your
Valuable Data in
Splunk at Scale
With TrackMe,
The Easy Way!
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Age n da 1) The fundamental and crucial key monitoring
Discover why properly monitoring your data sources is

TrackMe is a complete fundamental for a successful and valuable Splunk

application providing key deployment

monitoring capabilities

for your Splunk data 2) TrackMe in a nutshell

sources Main concepts of TrackMe

3) Going further with advanced features

When simplicity meets efficiency, discover advanced
features that provide the required agility for everyone

4) Getting the best from TrackMe

Get successful in Production with third party interactions
and integration such as Splunk ITSI
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TrackMe TrackMe Mobile TrackMe QOS TrackMe manage and configure Maintenance mode Searchv API & tooling ¥ Collections v Audit Help~ TrackMe

' TrackMe - Data tracking system
= Monitoring your Splunk data availability made easy

. ———

A S I n g | e p I a Ce to DATA SOURCES TRACKING ‘ DATA HOSTS TRACKING ~ METRIC HOSTS TRACKING ~ INVESTIGATE STATUS FLIPPING ~ INVESTIGATE AUDIT CHANGES ~ TRACKING ALERTS

m a n a g e th e m a | | medium [ high orange MM red - other priority [ red - high priority
& W,

Vi eddd 4

Monitored data sources count by priority Monitored data sources count by state and priority

This is where TrackMe stand
IS IS where |rackivie stands,
. . . =
p rOVI d I n g yo u W I th a n Click on any entry of the table to open interactive actions for this entity, use inputs to filter out the selection: (restricted to the first thousand resuits, use the key world filter input for large scale selections)

Keyword filter mode: Keyword filter name Tags: Name (use keyword filter): Index: Sourcetype(s): Filter state:

Includes 2 ALL x ALL X ALL X ALL X ALL X

automated, easy and
scalable framework to

Manage: elastic sources Manage: allowlists & blocklists Manage: define lagging classes ‘ Manage: tags policies l Manage: data sampling | ‘ Run: Trackers reports Ops: Queues center Ops: Parsing issues
d - d 't data_name ¢ last time + last ingest + priority ¢ state ¢  lag (event/ingestion) ¢+ last time idx ¢ data_last_lag_seen_idx ¢+  data_max_lag_allowed ¢+  monitoring ¢  data_monitoring_level ¢+  data_monitoring_wdays *
ISCOVe r a n mo n I O r yo u r firewall:pan:traffic 26/03/2021 26/03/2021 23:40  high -4 sec / 0 sec 26/03/2021 23 3600 sourcetype auto:all_days
Linux_amer:linux_secure  26/03/2021 26/03/2021 23:40  low sec sec 26/03/2021 23: 3600 sourcetype auto:all_days
.
val u a b I e d ata I n S pI u n k' linux_apac:linux_secure  26/03/2021 26/03/2021 23:48  medium 26/03/2021 23: 3600 sourcetype auto:all_days
- linux_emea:linux_secure  26/03/2021 26/03/2021 23:40  medium 26/03/2021 23: 3600 sourcetype auto:all_days

network:pan: traffic 26/03/2021 26/03/2021 23:40  medium 26/03/2021 23: 3600 sourcetype auto:all_days
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Monitoring
Your Data
Sources Is
Fundamental

At the root of TrackMe stand crucial
guestions too often neglected
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With so many data sources, how to make |
sure things are still working as expected?

Proxy ‘ Apps

Nix
Firewall
data

Metrics

Databases
WinSec Q
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Data on-boarding is time consuming!
Once the data goes in, we too often neglect to
monitor its availability and quality over time

Common
information
model
parsing

Data provider
specificities

Technical Ingestion
difficulties parsing

Job done, go

next!

Each data is There are When In a security When big steps
a specific use always on-boarding context, CIM are done and
case, some technical data, quality parsing is a data goes in, we
are well challenges matters key, this can often forget
known and we face and be about it!
simple, some handle challenging
can be very

tedious splunk> EIZ)



The fundamental activity of monitoring
data sources’ availability

Why would this be that critical?

gg‘ * When data sources stop emitting data to Splunk, people administrating the deployment should
NEVER be warned by the end users

* Most use cases are USELESS when the data is not present as expected, think about these
amazing correlation searches your teams spent time, passion and money designing!

¢ | ° Trustin the Splunk platform can be irremediability damaged, in some extreme cases missing
critical data can TOTALLY annihilate the value of your $ investments in Splunk
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TrackMe In
a Nutshell

When easy concepts really
mean BIG value
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How things work, in a few words!

TrackMe tackles all the hard work for you

@ - TrackMe discovers and maintains every single data source in your environment automatically
* For scaling purposes, we use tstats based searches essentially
» Generic concepts are applied automatically, to handle frequency and expected latency
* KPIs are generated continuously (latency, delay, volume) and compared to the actual state

* Various rich features are available to handle mass and granular configuration items, from policies driving

the monitoring rules to tagging and documenting your data sources

- Quality is inspected automatically too, with advanced features allowing to detect the bad things no one

knows about, such as unexpected parsing failure at the ingestion

splunk> m



TrackMe
Main Ul

Easy user experience

Vi eddd 4

TrackMe essentially consists in
a single page rich user
interface, allowing all user
interactions easily

Actions for data host: IP-10-0-0-75

lag event / lag ingestion: ([D+JHH:MM:SS) 00:27:59 / 0 sec data_max_lag_allowed: 86400
data_last_time_seen: 04/08/2020 13:17 data_monitored_state: [ enabled
data_last_ingest: 04/08/2020 13:17 data_host_state: | green

Show object tags

Overview data host Outlier detection overview Outlier detection configuration Data parsing quality
6.0 sec B.3 sec

PERC5 INGESTION LAG (sec or [D+]HH:MM:SS) AVG INGESTION LAG (sec or [D+]HH:MM:SS)

docker_logs

main ‘

os-unix-nmon-internal

00:00
Mon Aug 3

© 2021 SPLUNK INC.

latest_flip_time: 31/07/2020 23:45
latest_flip_state: green
priority: medium

Lagging performances  Status flipping  Status message  Audit changes

10.0 sec

CURRENT EVENT LAG (sec or [D+HH:MM:SS) SLA PCT (% time spent in green/blue mode last 90d)

httpevent
nmon_clean

syslog

nmon_collect

events_count
— avg_lag_sec
00:00
Tue Aug 4
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Going Further
with Advanced
Features

Beyond the simple detection of delay
and latency
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TrackMe is Rich In Features

Many features are provided out of the box to cover all use cases

@ * TrackMe has many features that were designed to cover all of your needs, from common and

standard data sources to very specific contexts, every Splunk customer is different!

* Main features are:

— The delay and latency automated tracking, to alert when a source is late or suffering from latency
— The MLTK based outliers detection, to alert when volumes become unusuals

— The data sampling and event format detection, allowing to track format changes, inconsistent index time parsing,

and even track for Pll data!
— The Elastic source concept, allowing to easily create a virtual data source of your own

— The Smart Status, performing advanced investigation automatically on your behalf

* And more!
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Actions for data source: network:pan:traffic

data_index: network data_last_ingest: 04/08/2020 13:50 latest_flip_time: 04/08/2020 00:05

data_sourcetype: pan:trafiic data_max_lag_allowed: 3600 latest_flip_state: green
lag event / lag ingestion: ([D+JHH:MM:SS) -7 sec / 0 sec data_monitored_state: [ enabled state: [[green
data_last_time_seen: 04/08/2020 13:50 data_monitoring_level: sourcetype priority: [ medium

E No identity documentation has been defined, click here to define a documentation reference

Overview data source | Outlier detection overview | Outlier detection configuration  Data parsing quality ~ Lagging performances ~ Statusflipping ~ Status message  Audit changes

Easily detecting
behaviour issues with ML

that works! L

SIS M
TrackMe automatically records
the volume of events linked to : - 0l sk
a data source, and applies
simple outliers based
detection to alert when the
volume goes below or beyond

v

'- 77777 i
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u
a m I n a n The data sampling and events format recognition tracks the raw events format behaviour based on the following workflow:
« On aregular basis, a sample of the latest data source raw events is taken and investigated by the Data sampling and format detection tracker

Events format recognition is performed against builtin regular expression rules to identify a unique event pattern, which can be extended with custom rules to hande unknown or custom formats

Depending on the conditions, such as a change detected in the format of the raw events, a status is determined and taken into account by the data sources trackers

! store and process format is compare with Anomaly

Yes—p, Ife€Zze state and raise

u ™ Start data sampling events sample identifitied? previous cycle detected? isAnomaly=1
R e c O g n I t I o n I T
new attempt in next disable feature and store state and raise

cycle store state isAnomaly=0

[rack qual't ISsues
r I y I u Link to documentation / Link to data sampling audit dashboard
]
a l l to I ' l atl Ca I | y ' Acting on a data sampling and events format recognition anomaly detection:
.
If during the discovery multiple events formats are detected, the feature is automatically disabled to avoid generating false positive alerts

If a certain format was previously identified and during the next iteration a format change is detected, an anomaly state will be raised
///////////////////////////// Once an anomaly was raised, the anomaly status is frozen and will not be cleared until a manual action is performed by running the "Clear state and run sampling" action

When the clear state action is performed, previously identified information for that data source are cleared, and the data sampling inspection starts over

TrackMe provides out of the | | |
box a powerful, automated T p——— T — | e
and configurable engine that
detects and monitor event EEErTE
format changes, such as

ingestion parsing issues that

no one knows about!

anomaly_reason = multiformat < mtime ¢ data_sampling_nr <
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Elastic Sources

Create custom virtual data
sources of your own!

Vi eddd 4

The out of the box concept of data
sources has its limitations which
might not fit your requirements,
with Elastic Sources you can
create any kind of entities, from
relying on your own indexed fields
to lookups monitoring

Elastic sources are custom flexible data sources entities, which can be searches based on regular raw events searches, tstats searches, from command based searches and metric indexes using the mstats command:

Consult the Elastic Sources n for more ir and detailed I

Elastic sources should be used when the default concept of trackMe (statement by index/sourcetype) does not comply with your requirements, or does not provide the level of flexibility requested
Elastic sources can be based on a shared or dedicated tracker, the shared elastic tracker loads the content of the lookup trackme_elastic_sources, and performs all the searches in a single execution
A dedicated elastic tracker is a scheduled report created in the Ul to manage, automatically integrated with TrackMe workflow

For large volume sources or advanced use cases such as mapping additional lookups, the usage of a dedicated elastic tracker is recommended (the search can be cutomised after its creation)

The shared elastic tracker should be reserved for high performing searches, ideally tstats based searches relying on indexed fields

Dedicated elastic trackers information are as well stored in the trackme_elastic_sources_dedicated lookup for mapping purposes in the Ul

FIELD

DEFINITION

data_name

This is the main identifier for a data source, and needs to be unique within the entire collection

search_mode

The type of search, valid options are: tstats / raw / from / mstats

search_constraint

elastic _data_index

elastic_data_sourcetype

The constraint of the search:
- tstats: this represents the where part of a tstats search, as: index=ny_index source=my_source
- raw: Any filter that is before stats calculation, as: index=my_index tag=authentication app=ny_application
- from (datamodel): a search using from is in 2 parts with a pipe separation, where the 1st segment s the object and the 2nd a search constraint, as:
datamodel : "Authentication” | search user="#" action="success" app="my_application"
- from (lookup): A lookup can be monitored with the from command, it requires the lookup to have a time field concept, and a field _time in epoch time format needs to be created using an eval function with strftime/strptime, such as
Lookup: "my_lookup" | eval _time=strptime(lastUpdated, "%d/%m/%Y %H:%M:%S")
- mstats: Allows monitoring metric indexes according to your constraints including dimensions, as: index="k8s_metrics" metric_name="k8s.+" cluster_name="production"
Filters can include a time range which will override the default 4 hours time range of the wrapper tracker, as: earlies 15m" latest="+15m"
- rest: these are special remote searches performed against the Splunk AP| using the SPL rest command. This allows tracking data that is not available to the search head(s) hosting TrackMe.
Syntax examples for rest searches, the first part before the pipe needs to contain the rest target:
splunk_server="my_search_head" | index=my_index source=my_source

splunk_server_group=" archheadclustergroup_shcl® | lookup:asset_cndb_lookup | eval _time=strptime(lastUpdated, "%d/%m/%Y %H:%M
Optional, this value will be used in the Ul but has no impacts on the search, default to the data_name if unset

Optional, this value will be used in the Ul but has no impacts on the search, default to the data_name if unset

Manage existing shared elastic sources Manage existing dedicated elastic sources Create a new elastic source Cancel

© 2021 SPLUNK INC.
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Smart Status

Imagine how cool this
would be to automate
data source issues
investigations?

Vi eddd 4

This is what the Smart Status
does, on-demand or
automatically when an issue is
detected, the Smart Status
performs automated
investigations to ease and
speed the troubleshooting
steps!

The Smart Status performs advanced investigations and correlations dynamically depending on the state of the data source and the conditions:

i

>

Time

19/08/2021
13:47:41.942

Event

8

3}

correlation_data_sampling: s

rmal and the dat Ling fe

correlation_flipping_stati
correlation_outliers: [ description

lastOutlier: Thu Aug 00 202

data_name: firewal
data_source_state:
smart_code: 40

smart_result: TrackMe trigge an a source due to outliers dete

on upper) determined a sual behaviour and

c of an issu

Show as raw text

Revil

o any outliers configu

the status is

, [ lowerBound: 29074.93 spperBound: 79553

ed on the calculation of a lower and upper bound

to de if the behaviour is expected or

py———
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Getting the
Best from
TrackMe

ITSI integration, third party interactions

splunk> (ED




© 2021 SPLUNK INC.

About TrackMe [2 X TrackMe - Metrics Host - High
Compatibility 833 MAMAANAANA, 1
Support & donate
Download 6 KPIs Open all in Deep Dive [2 1Entity 3)
Severity +  KPIName % s Severity ~  Entity Name *
' Deployment & Upgrades Medium @© TrackMe - Metrics Host - High LA 1 I Critical ®global_ _metrics
Step by step installation and Normal TrackMe - Data Host - High 0
| ] configuration

Normal TrackMe - Data Source - High 0

Normal TrackMe Event Count - 4h A 691068.84 #

If you are an ITSI customer, el

© Splunk ITSI and TrackMe integration

this is for you

Step 2: create the KPI base search
for metrics

S/ Step 3: create the KPI base searches Critical v Unassigned v | | Actions v

for summary statuses events

Normal TrackMe Lag Ingestion 492772 secs

Step 4: create a service that will be TrackMe
used for the service template 10/1/2( MT+0000 (GMT) - 10/4/2 0

YO u Ca n Ve ry eas I |y ta ke g reat definition KPI "TrackMe - Metrics Host - High" is currently in critical degraded health. The monitored metric has a calculated value of .00 at ..

Step 5: create a service template Notable Event Count:1  Aggregation Policy: SPLKaaS Event Grouping [Z

advantage of both products, to |
y Impact Events Timeline Common Fields Similar Episodes Comments Activity All Events

Final: Create services business and
technical services using TrackMe

. .
l I l I l KPI
d e S I g n a ro b u St ] p e o r I n g a n d 2 IMPACTED SERVICES AND KPIS Analyze in Deep Dive [2 SERVICE TOPOLOGY View Full Topology [Z

Cribl LogStream and TrackMe

automated data source availability

TrackMe

framework for your priceless data 83.3 1
- N S

X Dy

https://trackme.readthedocs.io/en/l
atest/itsi inteqgration.html
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TrackMe and
Cribl
Logstream

Native Cribl integration

Vi eddd 4

If you are using Cribl Logstream,
then TrackMe makes the
integration very easy.

In a single click, the app gets
benefit from the product pipeline
concepts to discover and define
your data sources

https://trackme.readthedocs.io/en/

latest/cribl inteqgration.html

latest

About
Compatibility
Support & donate

Download

Deployment & Upgrades

Step by step installation and
configuration

User guide
Splunk ITSI and TrackMe integration

B Cribl LogStream and TrackMe
integration

Enable the Cribl mode
Cribl mode data sources

Cribl LogStream pre-processing
pipelines and cribl_pipe field

Handling both Cribl mode and
regular mode

Monitor Splunk instances forwarding

REST API Reference Manual

Release notes

& Read the Docs

/ %//

© 2021 SPLUNK INC.

Docs » Cribl LogStream and TrackMe integration © Edit on GitHub

Cribl LogStream and TrackMe integration

Cribl

If you are using Cribl LogStream, you can easily integrate TrackMe in a just a few steps, using the excellent native Cribl LogStream design, TrackMe will take into account the concept of pipelines to
create, monitor and render the data sources automatically.

In a nutshell:

« A configuration parameter is available in TrackMe to enable the Cribl mode

« Once activated, the Cribl mode updates the way TrackMe is identifying and breaking the data sources

« To achieve this, TrackMe relies on the cribl_pipe indexed field automatically created by LogStream when data is indexed in Splunk

« Related searches transparenly use the cribl_pipe information, that accurately represents the data pipeline as it should be monitored, from LogStream to Splunk

Enable the Cribl mode

To enable the Cribl mode, go in “TrackMe manage and configure” and click on the enable Cribl mode:

SOURCE MODE

The default behaviour for data sources monitoring is to create entities based on the index and the sourcetype. (split mode)
In some cases, you may want to use the merged mode which is applied widely for all data sources, and s entities based on any sourcetype available in each index.
If you decide to switch from spiit mode to merged mode, you should first enable the merged mode and then proceed to a reset of the data sources collection. (button Manage: reset collection for data sources)

Enable CRIBL mode.

Enable merged mode. —

Once the Cribl mode is enabled, perform a reset of the data source collection:

Use this function to reset the data_source collection and automatically run Use this function o reset the data_hest collection and automatically run Use this function to reset the metric_host coliection and automatically run
trackers: trackers: trackers;

1

splunk>


https://trackme.readthedocs.io/en/latest/cribl_integration.html
https://trackme.readthedocs.io/en/latest/cribl_integration.html

© 2021 SPLUNK INC.

User guide

Postman - API referential and development

Splunk ITSI and TrackMe integration

Cribl LogStream and TrackMe TrackMe API endpoints are described in a Postman format at the following public URL:
integration
Monitor Splunk instances forwarding « https:/documenter.getpostman.com/view/7845664/TVt2c3a9#105ff830-5834-4c95-b928-75ab553f5020
B REST API Reference Manual
Introduction If you use Postman, you can consult the APl documentation link above and easily import the entire API reference for your testing and development purposes.
REST API trackme SPL command

Authentication

Postman - API referential and
delopient TRACKME - REST AP REFERENCE - V1
Acknowledgment endpoints o TrackMe - REST API Reference - v1

Data Sources endpoints
Data Hosts endpoints

Interact with TrackMe!

Elastic Sources endpoints
///////////////////////////// Maintenance mode endpoints

Allow list endpoints

Block list endpoints

TrackMe provides an extensive gt s ke - ; 3 Acknowledgment endpoints

Data Sampling endpoints

list of REST API endpoints, which

Tag policies endpoints

you can interact with, in Splunk T R e

Lagging classes metrics endpoints
and from the outside World
ves the entire acknowledgment collection returned as a JSON array, it requires a
Backup and Restore endpoints Z ata required.

Identity Cards endpoints

https://trackme.readthedocs.io/en/
latest/rest api reference.html -

& Read the Docs

//%//;/ // ‘ / ) \

N

-
e
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Demo

Time for a TrackMe demo!
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About TrackMe!

Where to find it, where to start

Splunk Base:
https://splunkbase.splunk.com/app/4621

Documentation:
https://trackme.readthedocs.io

222222222222222
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I h a n k I o u Please provide feedback via the

SESSION SURVEY
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