Forward-
Looking
Statements

03.10.22-15:28

This presentation may contain forward-looking statements regarding future events, plans or the
expected financial performance of our company, including our expectations regarding our products,
technology, strategy, customers, markets, acquisitions and investments. These statements reflect
management’s current expectations, estimates and assumptions based on the information currently
available to us. These forward-looking statements are not guarantees of future performance and
involve significant risks, uncertainties and other factors that may cause our actual results,
performance or achievements to be materially different from results, performance or achievements
expressed or implied by the forward-looking statements contained in this presentation.

For additional information about factors that could cause actual results to differ materially from those
described in the forward-looking statements made in this presentation, please refer to our periodic
reports and other filings with the SEC, including the risk factors identified in our most recent quarterly
reports on Form 10-Q and annual reports on Form 10-K, copies of which may be obtained by visiting
the Splunk Investor Relations website at www.investors.splunk.com or the SEC's website at
www.sec.gov. The forward-looking statements made in this presentation are made as of the time and
date of this presentation. If reviewed after the initial presentation, even if made available by us, on our
website or otherwise, it may not contain current or accurate information. We disclaim any obligation to
update or revise any forward-looking statement based on new information, future events or otherwise,
except as required by applicable law.

In addition, any information about our roadmap outlines our general product direction and is subject to
change at any time without notice. It is for informational purposes only and shall not be incorporated
into any contract or other commitment. We undertake no obligation either to develop the features or
functionalities described, in beta or in preview (used interchangeably), or to include any such feature
or functionality in a future release.

Splunk, Splunk> and Turn Data Into Doing are trademarks and registered trademarks of Splunk Inc. in the United States and other countries. All other

brand names, product names or trademarks belong to their respective owners. © 2022 Splunk Inc. All rights reserved.
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Agenda 1) What is AlOps anyway?

* |n our own words... no fluff.

2) Splunk IT & Observability Portfolio
- Alittle AlOps for everyone!

3) Real-life AlOps Use Cases

 Understandable and actionable.
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According to “Leading Industry
Analysts” AlOps is...
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AlOps is...

A murky and confusing subject, often
bloated with intangible or inactionable
buzz words.
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Our Definition of AlOps is...
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Our Definition of AlOps is...
Any novel

Intelligence

within the platform, allowing people to operate significantly more effectively
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Our Definition of AlOps is Intelligent...

Visualizations

Presenting complex

information simply for

maximum insights in
minimal time

Detection &
Alerting

Produce trusted alerts
while minimizing alert
volume and false positives

Automation

Reduce wasted time by

automating common tasks
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Observability
Portfolio

Splunk’s Platform Portfolio for IT &
Observability

-

A little AlOps for EVERYONE!
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Splunk IT & Observability Portfolio

Splunk’s IT & Observability Platform

Hybrid Cloud

On-premises Multicloud
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Splunk IT & Observability Portfolio

Infrastructure Monitoring

On-premises Hybrid Cloud Multicloud
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Splunk IT & Observability Portfolio

Application Monitoring

On-premises Hybrid Cloud Multicloud
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Splunk IT & Observability Portfolio

‘ Business Service Monitoring \

On-premises Hybrid Cloud Multicloud

splunk> m



Splunk IT & Observability Portfolio

Event & Incident Management

On-premises Hybrid Cloud Multicloud
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Splunk IT & Observability Portfolio

Event & Incident Management

Business Service Monitoring

Application Monitoring

Infrastructure Monitoring

Splunk’s IT & Observability Platform

Hybrid Cloud

Multicloud

On-premises
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e P Beigos

-

Beginner

Intermediate

Advanced

splunk>



© 2022 SPLUNK INC.

AlOps
Use Cases

For Infrastructure Monitoring

\Z

Event & Incident Management

{\\
9 \

e e
A

T L VY

Application Monitoring

Infrastructure Monitoring

Splunk’s IT & Observability Platform
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Observahilitu

Edit Alert Rule - Static Threshold - ~aws.ec2.cpu.utilization = 15m Time | -12h

Estimated alert count: 3 in 12 hours. Alerts that would have triggered A shown in chart below.
Detail View

Interactive
Alert

- v Type Customize the settings for this alert
Alert Rul Alert trigger: The value of ~aws.ec2.cpu.utilization is above 40. Learn more
I e V I e W v Alert signal Alert Settings Simulated Events Data Table

e Alert when Above v
+ Alert condition

Threshold @) 40

v Alert settings Trigger sensitivity @) duration v

Duration @ 5m
+ Alert message

Re a I _ti m e Va | i d ati O n Of a | e rt Auto-Clear alerts ) () Clear active alerts if metric time series has not reported for
. ' + Alert recipients m

configurations based on ot

historical data
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Intermediate

splunk New Alert Rule - Resource Running Out - disk.utilization, backfillguid...

Estimated alert count:  in 12 hours. Alerts that would have triggered A shown in chart below.

Detail View

Tue 26 Apr 2022 12:45:00

disk.utilization
490 demo.internal.stsc.com | DEMO-9

158.1878 resolution 15

up applied to sourc

| 1 ‘
e a I I n g Click in chart for details
|
} { a u S I O n L Customize the settings for this alert
Alert trigger: The resource disk.utilization (assumed to be decreasing) is projected to decrease to 0in 4 hour(s).

Alert signal Alert Settings Simulated Events PEIERELI

Alert when nearing @ e] Empty o Capacity
Alert condition

Minimum value () 0

Alert when the capacity of a S e e e
resource is predicted to trend 5. Alertmessage
to complete exhaustion at a el T

future point in time .
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o TN

Example Usage

[E] ON THIS PAGE

e Example Usage

resource "signalfx_detector" "application_delay" { Notification Format
m - signalfx provider count = length(var.clusters) Argument Reference
v Resources X Attributes Reference
name " max average delay - ${var.clusters[count.index]
signalfx_alert_muting_rule description = "your application is slow - ${var.clusters[count. Import

signalfx_aws_external_integration max_delay 30

tags ["app-backend", "staging"] Report an issue &'
signalfx_aws_integration

signalfx_aws_token_integration

VV | t h -I—e rra fo rm signalfx_azure_integration

signalfx_dashboard authorized_writer_teams [signalfx_team.mycoolteam.id]
signalfx_dashboard_group authorized_writer_users ["abc123"]

signalfx_data_link program_text = <<-EOF

signal = data('app.delay', filter('cluster', '${var.cluste
detect(when(signal > 60, '5m')).publish('Processing old m

Automate monitoring signalfx_event_feed_chart detect(when(signal > 60, '30m')).publish('Processing old

signalfx_detector

signalfx_gcp_integration EOF
. . . . ) rule {
CO nflgu rat|0n Wlthln the CI/CD sanalez hesmer shan description "maximum > 6@ for 5m"

signalfx_jira_integration severity "Warning"

i eline and “Shift_left” signalfx_list_chart detect_label "Processing old messages 5m"
notifications ["Email, foo-alerts@bar.com"]

signalfx_opsgenie_integration }

Observability responSibiIitieS S?Q”BJfX—org—mke” . . ru(li:siription "maximum > 6@ for 30m"
into the development process

severity "Critical"
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AlOps

Use Cases

For Application Monitoring

Event & Incident Management

Application Monitoring

Infrastructure Monitoring

G

Splunk’s IT & Observability Platform

splunk>
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‘ Beginner

Automated
Service

Mapping

Automatically infer services
that are not explicitly
instrumented

APM

-15m v All Environments v

< Overview

frontend,

Fewer
requests

Fower
requests

All Workflows ¥ Services ¥ Tags v

currencyservice
¥ 674ms

Galactus.Postgres:98321

checkoutservice emailservice

748ms++ P cartservice

redis-cart:6379

20ms
businesslookup

review

reviewservice userlookup
10ms:

reviews reviewsconsumer. 5o

mongodb:011y

shippingservice Inferred Database

More
requests  E1TOrrate —@— Root error rate

- More Error rate > 5%
TeQUEStS  mmm = Errorrate > 20%

P90 Latency

» @ Show Legend

¥ Requests

Errors

¥ Root Cause

#p99

; 1p90

1p50

© 2022 SPLUNK INC.

Services by Error Rate

# paymentservice

| 1 frontend
i | ¥ checkoutservice
w‘” i s 8 ButtercupPay...
allvy Galactus Postg...

Top Error Sources

B paymentservice
| 1 frontend
1) ” ‘ 1 checkoutservice
\
i
al

1 ButtercupPay...
Galactus Postg

L
Services By Latency (P90)

¥ checkoutservice
¥ frontend
Galactus.Postg..
s il reviewsconsu...
s B userlookup

= Traces

View Trace ID

&> TagSpotlight
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‘ Beginner

2 APM

-15m v All Environments v. All Workflows ¥

> D

-
»

Add to Filter View Dashboard

o

< Overview

78ms B This Service

d @ 3

Suggested

Root Cause
Path

-< Dependencies

= Traces

& @D B/ Dp

View Trace ID

Tag Spotlight

Endpoint
Top By Error Rate: Endpoint

/payment/execute

Automatically identify and o &
surface which node in a
distributed trace is the "root o * R
cause" of the errors seen

& K8s cluster(s) for payment

splunk> m



Intermediate

Tag
Spotlight

Understand blast radius and
severity of incident with smart
visualizations in Tag Spotlight

APM
All Environments

-15m v

Tag Service

Environment

ipapa

rmittal

ylowe
mvasiliadis
jelkhouri
prod-dbquery
bmeclary,

ahiaainhattam

http.status_code

402
200

namespace

&4 K8s cluster(s) for payment

p

Y

All Workflows Services ¥ Tags ¥

Requests/Errors Latency

errorkind grpe.method

Reguest Timeout 10.7k  10.7k 10.7k

Kind kubernetes_node

F E t
107k  10.7k SERVER 1271k 107k  10.7k ipapanode6

0 0 rmittalnode6
ylowenode6
muasiliadisnode6
jelkhourinodes
prod-dbquerynodes
jshawnode?

cerudaraunicenadat

Normalized db.statement Operation

107k 107k

JRayment/execute

No Matched Values

No Matched Values

1271k

© 2022 SPLUNK INC.

Q + N

Clear All

©  [Requests 127.1k

© B Errors (Root) 10.7k (10.7k)

kubernetes_pod_name

mvasiliadispayment-6

HTTP Method

Er
POST 1271k 107k 10.7k

kubernetes_pod_name

mittalpayment-6
ipapapayient-4

mvasiliadispayment-4
ylowepayme!
ylowepayment-4
rmittalpayment-4

mussiliadicnaumant.&

tenant

10.7k Gold
Platinum
Silver

1
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1 minute until this event: Tech Summit - Log

Observability Observer Connect - Status Session

Intermediate

User Lookup Service - Service Latency

User Lookup Service - Service Latency

Alert Triggered 3 minutes ago, on 04/26/2022 at 4:25:10 PM (UTC -04:00)

@ metric_name (value: 875)

Exploratory view 1 Detail View

Detector

B I [ | Severlty  Type Timestamp
] Show plot information
Message
Rule "User Lookup Service - Service Latency" in detector "User Lookup Service - Service Latency" triggered at Tue, 26 Apr 2022 20:25:10 Next Steps
GMT. Tip No tip has been set for this

Plots: ~ current_p50: metric_name (value:875)  — historical_p50: (value:256.90200) = Trigger Threshold (value: 428.421)

Triggering condition: Latency in the last 5m is more than 3 deviations above the lished in the ding 30m. Clears when datector
. . latency is less than 2 deviations above the norm. Runbook  No runbook has been set for this
Latency in the last 5m: 875.0ms Historical latency (based on preceding 30m): 256.902ms Threshold (based on preceding 30m): 428.421ms detector
Signal detalls:
Explore Further

Show more
APM Troubleshoot

Datalinks sf_environment: splunktshirtco-
About this Alert prod
5 sf_httpMethod: GET
Incident D FRRtNQaAYAA
sf_kind: SERVER
Show all configured data links
About this Detector
Detector Open Detector
Detector Updated at 04/26/22 14:20 (UTC -04:00) See all alerts from this detector

Alert when there are sudden
spikes or historical anomalies
in APM metrics

Pinned: Tue 26 Apr 2022 16:25:10

‘= —— - -
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AlOps
Use Cases

For Business Service Monitoring

G

Event & Incident Management

Application Monitoring

Infrastructure Monitoring

Splunk’s IT & Observability Platform

splunk>
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Begi
eg I n n e r Service Analyzer v Episode Review Glass Tables Deep Dives Dashboards v Configuration v Search IT Service Intelligence

Service Analyzer = Last 12 hours +

Filter Services | Select services to monitor Filter by Tags | Select tags to monitor KPI Value: Aggregate v

Cart Services [2
2\ S\ e\ N30

Go to service

10KPIs  Open all in Deep Dive [2

Severity KPIName =

8y
S,
||
I High (@ 5xx Errors Count i ¥
Normal 4xx Errors Count 0

Normal Average Transaction Response Time it 191.9 msec
Normal CPU Utilization % ) | 6934
Mo,
" Eny Normal Disk Space Used % 53.26
Normal Memory Used % T 7789

- Info Disk I/O - Read Ops ~ 1829.87
Info Disk I/O - Write Ops 1552.06
a I n Info Network Throughput - Bytes In 74972572
c Info Network Throughput - Bytes Out — 1838434.28
" Vi, a 9 .
05 s

(@ 7 Critical and High Episodes  View All[2

Count Title Time Status Action

Automatically identify and O ]

7:32:50 PM
"5 ) CartSenvicesss. Unassigned

10/27/2020

highlight possible root cause

10/27/2020
4:57:50 PM

event within an ITSI Episode ) w7 s e

4:57:50 PM

10/27/2020
3:37:50 PM

-— — — —_—————— v . R L,
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Beginner

splunk enterpr Apps ¥ Administrator v 10’ Messages v Settings v Activity v Help v Find

Service Analyzer v Infrastructure Overview Episode Review Glass Tables Deep Dives Dashboards v Configuration v Search IT Service Intelligence

Service Analyzer ’ Last 12 hours v Save as..
Filter Services > v t Filter by Tags t tag KPI Value: Aggregate ¥

SAP-SI-0S-ST06-RAM:Out- P:0S:RAM [2

Go to service KB/Sec
[ 666
Threshold Type: Time Variant

M, 5 Policy Start Time (UTC): 2:00 )pen allin Deep Dive [2
ce Policy Duration: 1 Hours KPIName +
Current Value: 1244 KB/s
SAP-SI-0S-ST06-RAM:Out-KB/Sec } 1244 KB/s

SAP-SI-OS-ST06-RAM:Out-Page/Sec 31 PG/s

(® SAP-SI-0S-ST06-SWAP:MaxUtilization(%) 100 %

|
Warnin —r
g y ‘ @ . Medium: 60
W, 4P0g :

Alerting

Normal: 40

Base

Normal

Normal

Normal

SAP-SI-0S-ST06-RAM:Free(KB)
SAP-S|-0S-ST06-RAM:In-KB/Sec
SAP-SI-0OS-ST06-RAM:In-Page/Sec
SAP-SI-OS-ST06-RAM:Utilization(%)
SAP-SI-OS-ST06-SWAP:Free(KB)

SAP-SI-OS-ST06-SWAP:Utilization(%)

5463124 KB

0 KB/s

0PG/s

67.44 %

18754156 KB

10.57 %

(@ 0 Critical and High Episodes ~ View All[2

Alert on a spectrum of health
(low, medium, high, critical)

0 No episodes found.

Foaay = == A\

'! -
l,
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. Intermediate

(O Use Thresholding Template Select a thresholding te... ¥ Learn more [2

@ Set Custom Thresholds Save as template

Training window ?

Enable Time Policies’ (@[ Enable Adaptive Thresholding” (@[ 7 days ¥

Adaptive Thresholding runs everyday around midnight and updates the thresholding for the KPI based on the settings below. Once updated, old thresholds
u o | cannot be recovered.

Enable KPI Alerting”’

B I .
as e I n e Preview Aggregate Thresholds
|
AI e rtl n g Monday Tuesday Wednesday Thursday Saturday

Alert when a KPIs behavior //L/W‘/u\\/%
deviates from its historical .

behavior

> Configure Thresholds for Time Policies

splunk> m



Advanced

Predictive
Alerting

Alert on potential future
incidents based on ML models
trained from past incidents

© 2022 SPLUNK INC.

speraran

Service Analyzer v Episode Review Glass Tables Deep Dives Dashboards v Configuration v Search IT Service Intelligence

Buttercup Store =

Entites ~ KPls  Service Dependencies  Settings  Predictive Analytics

TS| Predictive Analytics uses machine learning algorithms to predict the future health score of your service. You can train and test different machine learning algorithms to determine which one will give the most accurate prediction. Expand the INSTRUCTIONS section to get started.

(4]

> INSTRUCTIONS

Time Period (7) Algorithm Type () Algorithm () Split for Training/Test: 70/30 ()

Last 14 days + Select 10 ——@— 90

Service Health Score and KPIs over time ()

6,000,000

Butter

But

But

Buttercup Store: Mobile App Conver
Buttercup Store: Mobile App Prod

4,000,000

2,000,000

8:00 AM 10:00AM  1200PM  2:00PM 400 PM 6:00PM 8:00 PM 10:00 PM 12:00 AM 600 AM 8:00 AM 1000AM  12:00 PM 200 PM 4:00 PM e S
Sun Oct 25 Mon Oct 26 Buttercun Store: Web Checkout Success Rate
2020

”v
time

Buttercup Store: Successful Checkouts

$444994494444494¢

Distribution of Service Health Score Values (7)

e e
ServiceHealthScore
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AlOps
Use Cases

For Event & Incident Management

Event & Incident Management —

Application Monitoring

\

\
\
\

e
>

Infrastructure Monitoring

Splunk’s IT & Observability Platform

splunk>




‘ Beginner

Alert Storm
Detection

Use machine learning to
automatically detect and alerts
on active alert and episode
storms by comparing current
alert volumes against historical
norms

© 2022 SPLUNK INC.

Glass Tables Dashboards v Configuration v Search

IT Service Intelligence

Edit Export v

Service Analyzer v Infrastructure Overview Alerts and Episodes Deep Dives

ITSI Current Alert and Episode Volume Trends
Analysis Time Range

Custom time

Use the panels in this dashboard to help trend the incoming alert volume. Dramatic rises in alerts are automatically detected and annotated as alert storms. Compare the current alert volume to the trend over the
last week to assess the realtime health and normalcy of the environment.

While trending alerts over time helps assess the health and normaicy of the environment, performing deeper analysis of field values will also uncover unusual or concerning trends.

ck Here to Analyze the Field Values of these Alerts

Daily Alert Volume (Over 1 week) - Are there more alerts

Active Episode Storm? A
today than the last 7 days?

Active Alert Storm?

40,000

Yes

20,000

Yes

10,000

Mon Apr 4 Wed Apr 6 Fri Apr 8 Sun Apr 10 Tue Apr 12
2022

critical WM high MM info Ml iow Ml medum [l normal

Alert Volume Trend

2,000
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Intermediate

splunk terpris App: IT Service Intelligence v Jeff Wiedemann v Messages v Settings v Activity v Help » Find
Service Analyzer v Infrastructure Overview Episode Review Glass Tables Deep Dives Dashboards v Configuration ¥ Search IT Service Intelligence
> Episode Review # Save as
E v e n l 1491 episodes Last 24 hours v Add Filter search Show Dashboard
1= Sorted by * 4 Timew +Addsub-sort = O £ High v Pending v Unassigned v Actions ¥ X
|
disk threshold exceede... 04/19/2022...
Count: 1 Owner: Unassigned . N On-Prem Database Issues
04/19/2022 03:17:42 PM - 04/19/2022 03:59:42 PM
disk threshold excee... 04/19/2022 0. S Issues detected for service On-Prem Database.
Count: 5 Owner: Unassigned Notable Event Count: 116  Aggregation Policy: Service Issues [2

On-PremD...  04/19/2022 03:17:42 PM.

u
Count: 116 Owner: Unassigned .. .- Impact Events Timeline Common Fields Similar Episodes Comments Activity All Events Instructions Dashboard
disk threshold exceede...  04/19/2022 .. =,

Count: 4 Owner: Unassigned Sort for: Alarm state analysis v Group by: Event type v

memory threshold exc.. 04/19/2022 0...
Count: 2 Owner: Unassigned

cputhreshold exceede...  04/19/2022.. mysqk02-check_cpu I*'”gh R
Count: 1 Owner: Unassigned mysql-02-check_disk IH\'gh ”I ” " " I“I" I I " II I "l

Event type Current State 4/19/2022 3:30 PM 4:00 PM

memory threshold exc... 04/19/20220... ==, mysqk02-check_memory IH‘vgh TN R

Group together related alerts cones  omeonset = 5 |

cpu threshold exceed...  04/19/2022 0...

Count: 4 Owner: Unassigned

using various algorithms to

Count: 3 Owner: Unassigned
d H d H | | memory threshold ex...  04/19/2022 0...
re u Ce n O I Se a n V I S u a y Count: 1 Owner: Unassigned
Authoriz... 04/19/2022 03:57:48 PM -...

correlate related and causal I
alerts during triage

mysql-02-disk Medium

Count: 1 Owner: Unassigned

L 2
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o TN

Buttercup Tech

1/16/2020 11:52:30 AM GMT+0000 (GMT) - 1/16/2020 2:15:30 PM GMT+0000 (GMT)
"Cart Management":"Request Count" has been has been unhealthy for 3 of the last 3 results, and has a current severity of CRITIC...
Notable Event Count: 134 Aggregation Policy: Episodes by Alert Group [2

Some events in this episode are outside the selected time range. Fit time range to episode.

Impact Events Timeline Common Fields Similar Episodes Comments Activity All Events

Intelligent

Sort for: Alarm state analysis ~ Group by: Event type ~
|
e I n Event type Current State 1/16/2020 12:00 PM
Episode Monitoring Alert I Critical
u

"End User Response Time" for "Auth... I High

|
Entity in "End User Response Time" .. [ High

"Application Response Time" for "Au. I High

Entity in "Application Response Tim... I High

"Request Count" for "Cart Managem... Normal Too Early!

"On-Prem Database" degraded Normal

"Average Transaction Response Tim... Normal

Proactively alert On Iy after Entity in "Average Transaction Resp... Normal

"Web Front End" degraded Normal

inCidentS begin to eXhibit riSky "Mobile App" degraded Normal
or concerning behaviors Normal
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Intelligent
Alerting &
Auto-clearing

Proactively alert only after
incidents begin to exhibit risky
or concerning behaviors

© 2022 SPLUNK INC.
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‘ Advanced

Intelligent
Alerting &

Episode Monitoring Alert That’s Smart!

Auto-clearing

Proactively alert only after
incidents begin to exhibit risky
or concerning behaviors
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That was... a lot!




New Blog Series
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Thursday Session
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BOSS of Ops & O11y
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Thank You
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