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Agenda
• Database Observability Objectives / Challenges

• Why Database Observability
• Database Perspective and Personas
• Database Telemetry Sources

• Key Value of  Splunk Database Observability 
• Splunk O11y Telemetry Data Collection (for Oracle)
• Database Observability Entities
• Splunk Infra Mon Views
• Splunk Infra Mon Alerting
• Splunk APM Correlated Views

• How to get started 



© 2022 SPLUNK INC.

Splunk .conf22 Template  |  TMPLT-FY23-101  |  v1

Database Observability Drivers
Why are databases so important?

Data is core to 
business

Database availability critical 
to internal process, systems

Drives internal 
process

Microservice applications 
continuously interact

Powers customer 
experience
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Database Observability Perspectives

IT Ops
• IT Admin

• Responsible for infrastructure 
availability

• Views across multiple instances
• Accountable for incident 

response - infrastructure
• DBA

• Responsible for architecture and 
performance

• Accountable for incident 
escalation

DevOps
• SRE

• responsibility for application 
availability (and apps depend on 
dbs)

• Accountable for incident 
response - application

• DevOps Developer
• responsible for application 

features, experience and 
performance

• Escalation point
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Database Telemetry

1. Internal View: JUST ASK - databases are 
designed to answer questions
a. Internal Performance Views (V$SYSSTAT, 

V$SYSMETRIC, V$SESSTAT, V$SESMETRIC)
b. Query Log Info - transaction log data and statistics
c. Other - local practice, environment specific, … (many 

things available, just ask)

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

3. Host Resources
a. Coarse metrics: CPU, Memory, I/O

How do we know if our database is happy?
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Database Telemetry

1. Internal View: JUST ASK - databases are 
designed to answer questions
a. Internal Performance Views (V$SYSSTAT, 

V$SYSMETRIC, V$SESSTAT, V$SESMETRIC)
b. Query Log Info - transaction log data and statistics
c. Other - local practice, environment specific, … (many 

things available, just ask)

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

3. Host Resources
a. Coarse metrics: CPU, Memory, I/O

How do we know if our database is happy?

But… what questions SHOULD I 
ask?
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Database Telemetry

1. Internal View: JUST ASK - databases are 
designed to answer questions
a. Internal Performance Views (V$SYSSTAT, 

V$SYSMETRIC, V$SESSTAT, V$SESMETRIC)
b. Query Log Info - transaction log data and statistics
c. Other - local practice, environment specific, … (many 

things available, just ask)

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

3. Host Resources
a. Coarse metrics: CPU, Memory, I/O

How do we know if our database is happy?

But… what questions SHOULD I 
ask?

But… how can my SMEs define 
local practice?
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Database Telemetry

1. Internal View: JUST ASK - databases are 
designed to answer questions
a. Internal Performance Views (V$SYSSTAT, 

V$SYSMETRIC, V$SESSTAT, V$SESMETRIC)
b. Query Log Info - transaction log data and statistics
c. Other - local practice, environment specific, … (many 

things available, just ask)

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

3. Host Resources
a. Coarse metrics: CPU, Memory, I/O

How do we know if our database is happy?

But… what questions SHOULD I 
ask?

But… how can my SMEs define 
local practice?

But… how would I even collect that 
information?
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Database Telemetry

1. Internal View: JUST ASK - databases are 
designed to answer questions
a. Internal Performance Views (V$SYSSTAT, 

V$SYSMETRIC, V$SESSTAT, V$SESMETRIC)
b. Query Log Info - transaction log data and statistics
c. Other - local practice, environment specific, … (many 

things available, just ask)

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

3. Host Resources
a. Coarse metrics: CPU, Memory, I/O

How do we know if our database is happy?

But… what questions SHOULD I 
ask?

But… how can my SMEs define 
local practice?

But… how would I even collect that 
information?

But… even if I could measure that, 
how would I correlate the results?
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Splunk Observability DB Telemetry

• OOTB resource metrics
• focus on contention (e.g. 

locks, queues)
• Top Queries Log
• Context-correlation for 

Host/Container

• Transaction RED (rate, 
error, duration)

• Query Time
• Client Connection

• Local practice
• Config/App Specifics 

(e.g. extensions)
• Drives charts, alerts

OpenTelemetry 
Receiver

Open Telemetry
Tracing

Extensibility via 
custom queries

Consistent Models for Complete, Correlated and Extensible Collection
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Database Observability Entities / KPIs

Instance
• Resource Utilization (SGA)
• Execution Rate
• Wait Time
• Tablespaces
• Session/Query Status

Sessions
• Resource Utilization (PGA)
• Connection Rate
• Session I/O
• Parses
• Execution Rate

Queries
• Resource Utilization (Query)
• Execution Rate
• Execution Time
• Waits / Locks
• Parses
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Splunk® Infrastructure Monitoring Views
Aggregate Views (Forest):

• Optimized for IT Ops Users
• View across population - quickly 

identify outliers

Single Entity Views (Tree):

• Provide Detail and Context
• Single Instance View
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Instance View

• Transactions
• Executions
• Wait Times

• Tablespace Size/Utilization

• Global (SGA) Utilization
• Processes
• Sessions
• Locks
• Rollback Segments
• …

• Context Metadata
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Session View
• Session Transaction 

Rates
• Executions
• Parses

• Process (PGA) 
Utilization

• CPU
• Reads
• Commits
• Rollbacks

• Context Metadata 



© 2022 SPLUNK INC.

Splunk .conf22 Template  |  TMPLT-FY23-101  |  v1

Query View

Top N (configurable):
• Long-Running Queries
• Frequently Executed Queries

Query Stats: 
• CPU
• Read
• Write
• Memory

Noisy Neighbors ?

Optimization Opportunities ?
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Splunk Infra Mon Alerting
● AutoDetect Patterns

●Sustained Global Resource Utilization
●Sudden Change in Wait Times
●Sudden Change in Lock Counts
●Sudden Change in Error Rates

●Custom Detectors
●Create Detector from Any KPI
●Advanced Anomaly Detection

●Alerts and Notifications
●Send to Email, External System (e.g. Splunk On-Call)
●Notification Preferences, Groups, Escalations
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Splunk APM Correlated Views

Measured External 
Performance

• Captured at SQL Client
• Inferred Service
• RED Metrics

• Traces Impact to User 
Experience

• Quickly Identify Outliers
• Worst Case
• Percentiles

• Captures Exemplars for 
Investigation
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Observability : Inside out and Outside in

External Metrics
• Correlated to Application - what is 

the impact?
• Query Performance detail - better 

characterization of distribution
• Mean
• Median
• p90
• p95

Internal Metrics
• All queries - focus on identifying the 

bottlenecks
• Query Detail - the why

• Parses
• Locks
• CPU/Memory
• I/O

Two ways to measure query response, why both?
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SQL Databases

Other Datastores / NoSQL Platforms

Database Observability  
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Simple First Steps
1. Start Using Splunk Observability
2. Deploy Splunk OTel Collector (QR is link below*) 

to your Host
a. onboarding script install (recommended)
b. OS packages, Mass-deployment options available 

3. Configure connection to your database
a. Needs a credential to query data

4. Check out the views
a. Infrastructure Navigators
b. Dashboards
c. AutoDetect Detectors

* https://docs.splunk.com/Observability/gdi/opentelemetry/opentelemetry.html
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