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This presentation may contain forward-looking statements regarding future events, plans or the
expected financial performance of our company, including our expectations regarding our products,
technology, strategy, customers, markets, acquisitions and investments. These statements reflect
management’s current expectations, estimates and assumptions based on the information currently
available to us. These forward-looking statements are not guarantees of future performance and
involve significant risks, uncertainties and other factors that may cause our actual results,
performance or achievements to be materially different from results, performance or achievements
expressed or implied by the forward-looking statements contained in this presentation.

For additional information about factors that could cause actual results to differ materially from those
described in the forward-looking statements made in this presentation, please refer to our periodic
reports and other filings with the SEC, including the risk factors identified in our most recent quarterly
reports on Form 10-Q and annual reports on Form 10-K, copies of which may be obtained by visiting
the Splunk Investor Relations website at www.investors.splunk.com or the SEC's website at
www.sec.gov. The forward-looking statements made in this presentation are made as of the time and
date of this presentation. If reviewed after the initial presentation, even if made available by us, on our
website or otherwise, it may not contain current or accurate information. We disclaim any obligation to
update or revise any forward-looking statement based on new information, future events or otherwise,
except as required by applicable law.

In addition, any information about our roadmap outlines our general product direction and is subject to
change at any time without notice. It is for informational purposes only and shall not be incorporated
into any contract or other commitment. We undertake no obligation either to develop the features or
functionalities described, in beta or in preview (used interchangeably), or to include any such feature
or functionality in a future release.

Splunk, Splunk> and Turn Data Into Doing are trademarks and registered trademarks of Splunk Inc. in the United States and other countries. All other

brand names, product names or trademarks belong to their respective owners. © 2022 Splunk Inc. All rights reserved.
splunk> EIIz?)



© 2022 SPLUNK INC.

Using Splunk®
Infrastructure
Monitoring for
Database
Infrastructure

Focus on Oracle® DB Observability
OBS1645C

Joe deBlaquiere
Principal Product Manager | Splunk




222222222222222

Joe deBlaquiere
Product Manager | Splunk Observability

splunk> m



© 2022 SPLUNK INC.

Agenda

- Database Observability Objectives / Challenges
*  Why Database Observability
« Database Perspective and Personas
- Database Telemetry Sources

« Key Value of Splunk Database Observability
Splunk O11y Telemetry Data Collection (for Oracle)
Database Observability Entities

Splunk Infra Mon Views

Splunk Infra Mon Alerting

Splunk APM Correlated Views

« How to get started
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Database Observability Drivers

Why are databases so important?
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Data is core to Drives internal Powers customer
business Process experience
Database availability critical Microservice applications
to internal process, systems continuously interact
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Database Observability Perspectives

IT Ops DevOps
[T Admin - SRE
* Responsible for infrastructure » responsibility for application
availability availability (and apps depend on
- Views across multiple instances dbs)
- Accountable for incident * Accountable for incident
response - infrastructure response - application
- DBA » DevOps Developer
- Responsible for architecture and *responsible for application
performance features, experience and
- Accountable for incident performance

escalation » Escalation point
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Database Telemetry

How do we know if our database is happy?

1. Internal View: JUST ASK - databases are

designed to answer questions

a. Internal Performance Views (V$SYSSTAT,
V$SYSMETRIC, VESESSTAT, VISESMETRIC)

b. Query Log Info - transaction log data and statistics

c. Other - local practice, environment specific, ... (many
things available, just ask)

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

3. Host Resources
a. Coarse metrics: CPU, Memory, 1/O

9.76 V$SQLSTATS

© 2022 SPLUNK INC.

V$SQLSTATS displays basic performance statistics for SQL cursors and contains one row per SQL statement (that is, one row per
unique value of sQL._1D). The column definitions for columns in V$sQLSTATS are identical to those in the v$SQL and V$SQLAREA views. However,

the V$SQLSTATS view differs from v$SQL and V$SQLAR:

in that it is faster, more scalable, and has a greater data retention (the statistics may still

appear in this view, even after the cursor has been aged out of the shared pool). Note that v$SQLSTATS contains a subset of columns that appear in

V$SQL and V$SQLAREA.

Column Datatype
SQL_TEXT VARCHAR2 (1000)
SQL_FULLTEXT CLOB

SQL_ID VARCHAR2 (13)
LAST_ACTIVE_TIME DATE
LAST_ACTIVE_CHILD_ADDRESS RAW(4 | 8)
PLAN_HASH_VALUE NUMBER

NUMBER
DISK_READS NUMBER
DIRECT_WRITES NUMBER
DIRECT_READS NUMBER
BUFFER_GETS NUMBER
ROWS_PROCESSED NUMBER
SERIALIZABLE_ABORTS NUMBER

NUMBER

NUMBER

NUMBER
LOADS NUMBER
VERSION_COUNT NUMBER
INVALIDATIONS NUMBER
PX_SERVERS_EXECUTIONS NUMBER
CPU_TIME NUMBER
ELAPSED_TIME NUMBER

Description
First thousand characters of the SQL text for the current cursor

Full text for the SQL statement exposed as a CL.OB column. THe full text of a SQL statement
can be retrieved using this column instead of joining with the V$SQLTEXT view.

SQL identifier of the parent cursor in the library cache
Last time the statistics of a contributing cursor were updated
Address of the contributing cursor that last updated these statistics

Numeric representation of the current SQL plan for this cursor. Comparing one
PLAN_HASH_VALUE to another easily identifies whether or not two plans are the same (rather
than comparing the two plans line by line).

Number of parse calls for all cursors with this SQL text and plan

Number of disk reads for all cursors with this SQL text and plan

Number of direct writes for all cursors with this SQL text and plan

Number of direct reads for all cursors with this SQL text and plan

Number of buffer gets for all cursors with this SQL text and plan

Total number of rows the parsed SQL statement returns

Number of times the transaction failed to serialize, producing 0r-08177 errors, per cursor
Number of fetches associated with the SQL statement

Number of executions that took place on this object since it was brought into the library cache

Number of times this cursor was fully executed since the cursor was brought into the library
cache. The value of this statistic is not incremented when the cursor is partially executed, either
because it failed during the execution or because only the first few rows produced by this
cursor are fetched before the cursor is closed or re-executed. By definition, the value of the
END_OF_ FETCH_COUNT column should be less or equal to the value of the EXECUTTONS
column.

Number of times the object was either loaded or reloaded
number of cursors present in the cache with this SQL text and plan
Number of times this child cursor has been invalidated

Total number of executions performed by parallel execution servers (0 when the statement has
never been executed in parallel)

CPU time (in microseconds) used by this cursor for parsing, executing, and fetching

Elapsed time (in microseconds) used by this cursor for parsing, executing, and fetching. If the
cursor tises narallel exacition then BTAPSEN TTMR is the cimiilative time for the anery
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Database Telemetry

How do we know if our database is happy? 976 VSSQLSTATS

0LSTATS displavs basic performance statistics for SOL cursors and contains one row per SQL statement (that is, one row per
SOLSTATS are identical to those in the v$sQL and VS SQLAREA views. However,
iis faster, more scalable, and has a greater data retention (the statistics may still
ared pool). Note that V$SQLSTATS contains a subset of columns that appear in

But... what questions SHOULD | -
1. Internal View: JUST ASK - databases are e

ext for the SQL statement exposed as a CLOE column. THe full text of a SQL statement

d eS i g n ed to a n Swe r q u eSti O n S be retrieved using this column instead of joining with the VSSOLTEXT view.

SQL_ID VARCHAR2 (13) SQL identifier of the parent cursor in the library cache
.
a. Internal Performance Views (V$ SYSSTAT, Lastie thesatistics of 8 conoing csor e updted
V$ SYS M I I RI C V$ S I S S I A I V$: ; I S M I I RI C) LAST_ACTIVE_CHILD_ADDRESS RAW(4 | 8) Address of the contributing cursor that last updated these statistics
’ ) PLAN_HASH_VALUE MBER Numeric representation of the current SQL plan for this cursor. Comparing one
. H H PLAN_HASH_VALUE to another easily identifies whether or not two plans are the same (rather
. Query Log Info - transaction log data and statistics
Oth I I t' . t 'f' NUMBER Number of parse calls for all cursors with this SQL text and plan
C. er - local practice, environment Speciltic, ... (many
DISK_READS NUMBER Number of disk reads for all cursors with this SQL text and plan
. . .
things available, just ask) T p—————

DIRECT_READS NUMBER Number of direct reads for all cursors with this SQL text and plan

BUFFER_GETS NUMBER Number of buffer gets for all cursors with this SQL text and plan

ROWS_PROCESSED NUMBER Total number of rows the parsed SQL statement returns

SERIALIZABLE_ABORTS NUMBER Number of times the transaction failed to serialize, producing ORA-08177 errors, per cursor
2. External View: Measure Ap Res ponsiveness T
. . p NUMBER Number of executions that took place on this object since it was brought into the library cache

. .
a I ra n S a Ctl O n I n St ru ' I I e n tatl O n N NUMBER Number of times this cursor was fully executed since the cursor was brought into the library
. cache. The value of this statistic is not incremented when the cursor is partially executed, either
because it failed during the execution or because only the first few rows produced by this

H H cursor are fetched before the cursor is closed or re-executed. By definition, the value of the
. y n e I C ra n S a C I O n S END_OF_ FETCH_COUNT column should be less or equal to the value of the EXECUTTONS

column.
LOADS NUMBER Number of times the object was either loaded or reloaded
VERSION_COUNT NUMBER number of cursors present in the cache with this SQL text and plan
INVALIDATIONS NUMBER Number of times this child cursor has been invalidated
PX_SERVERS_EXECUTIONS NUMBER Total number of executions performed by parallel execution servers (0 when the statement has

never been executed in parallel)

3 L] I I O St I {e S O u rce S CPU_TIME NUMBER CPU time (in microseconds) used by this cursor for parsing, executing, and fetching
H - ELAPSED_TIME NUMBER Elapsed time (in microseconds) used by this cursor for parsing, executing, and fetching. If the
a. oarse metrics: , Memory,
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Database Telemetry

How do we know if our database is happy? 976 VSSQLSTATS

0LSTATS displavs basic performance statistics for SOL cursors and contains one row per SQL statement (that is, one row per
SOLSTATS are identical to those in the v$sQL and VS SQLAREA views. However,
iis faster, more scalable, and has a greater data retention (the statistics may still
ared pool). Note that V$SQLSTATS contains a subset of columns that appear in

But... what questions SHOULD | -
1. Internal View: JUST ASK - databases are e

ext for the SQL statement exposed as a CLOE column. THe full text of a SQL statement

d eS i g n ed to a n Swe r q u eSti O n S be retrieved using this column instead of joining with the VSSOLTEXT view.

VARCHAR2 (13) SQL identifier of the parent cursor in the library cache

a. Internal Performance Views (V3SYSSTAT, ‘
V$SYSMETRIC, VSSESSTAT, VISESMETRIC) —

b. Query Log Info - transaction log data and statistics But... how can my SMEs define  rommimictme
c. Other - local practice, environment specific, ... (many local practice?

©
]
3]
o

ext and plan
. . .
things available, just ask)
DIRECT_READS NUMBER Number of direct reads for all cursors with this SQL text and plan
BU _GETS NUMBER Number of buffer gets for all cursors with this SQL text and plan
ROWS_PROCESSED NUMBER Total number of rows the parsed SQL statement returns
SERIALIZABLE_ABORTS NUMBER Number of times the transaction failed to serialize, producing ORA-08177 errors, per cursor
2 E t I V' - M A R : FETCHES NUMBER Number of fetches associated with the SQL statement
. X e rn a I eW . e a S u re p p e S p O n S I Ve n e SS EXECUTIONS NUMBER Number of executions that took place on this object since it was brought into the library cache

. .
a ransaction Instrumentation ——— Nurbs of s tiscrser wes fuly ecute sinc the curso wes brught o the ey
" cache. The value of this statistic is not incremented when the cursor is partially executed, either

because it failed during the execution or because only the first few rows produced by this

H H cursor are fetched before the cursor is closed or re-executed. By definition, the value of the
. y n e I C ra n S a C I O n S END_OF_ FETCH_COUNT column should be less or equal to the value of the EXECUTTONS

column.
LOADS NUMBER Number of times the object was either loaded or reloaded
VERSION_COUNT NUMBER number of cursors present in the cache with this SQL text and plan
INVALIDATIONS NUMBER Number of times this child cursor has been invalidated
PX_SERVERS_EXECUTIONS NUMBER Total number of executions performed by parallel execution servers (0 when the statement has

never been executed in parallel)

3. Host Resources
H - ELAPSED_TIME NUMBER Elapsed time (in microseconds) used by this cursor for parsing, executing, and fetching. If the
d. oarse metrics. , vViemory, e e e e e i

U_TIME NUMBER CPU time (in microseconds) used by this cursor for parsing, executing, and fetching
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Database Telemetry

How do we know if our database is happy?

9.76 V$SQLSTATS

But... what questions SHOULD |

1. Internal View: JUST ASK - databases are ask?

designed to answer questions

SQL_ID VARCHAR2 (13)

© 2022 SPLUNK INC.

SOLSTATS are identical to those in the v$sQL and VS SQLAREA views. However,
iis faster, more scalable, and has a greater data retention (the statistics may still

0LSTATS displavs basic performance statistics for SOL cursors and contains one row per SQL statement (that is, one row per

ared pool). Note that V$SQLSTATS contains a subset of columns that appear in
ription

thousand characters of the SQL text for the curren t cursor

ext for the SQL statement exposed as a CLOE column. THe full text of a SQL statement

be retrieved using this column instead of joining with the VSSOLTEXT view.

SQL identifier of the parent cursor in the library cache

a. Internal Performance Views (V$SYSSTAT,
V$SYSMETRIC, VESESSTAT, VISESMETRIC)

b. Query Log Info - transaction log data and statistics

Other - local practice, environment specific, ... (many

things available, just ask)

local practice?

o

But... how can my SMEs define

ere updated
d these statistics
' this cursor. Comparing one
ether or not two plans are the same (rather
itext and plan
ext and plan

L text and plan

DIRECT_READS NUMBER

BUFFER_GETS NUMBER

Number of direct reads for all cursors with this SQL text and plan

Number of buffer gets for all cursors with this SQL text and plan

Asnl

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

information?

But... how would | even collect that

LOADS NUMBER
VERSION_COUNT NUMBER
INVALIDATIONS NUMBER
PX_SERVERS_EXECUTIONS NUMBER

3. Host Resources
a. Coarse metrics: CPU, Memory, 1/O

Number of times the object was either loaded or reloaded
number of cursors present in the cache with this SQL text and plan
Number of times this child cursor has been invalidated

Total number of executions performed by parallel execution servers (0 when the statement has
never been executed in parallel)

CPU time (in microseconds) used by this cursor for parsing, executing, and fetching

Elapsed time (in microseconds) used by this cursor for parsing, executing, and fetching. If the
cursor tises narallel exacition then BTAPSEN TTMR is the cimi time for the anery
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Database Telemetry

How do we know if our database is happy? 976 VSSQLSTATS

© 2022 SPLUNK INC.

0LSTATS displavs basic performance statistics for SOL cursor: s and contains one row per SQL statement (that is, one row per

SOLSTATS are identical to those in the v$sQL and VS SQLAREA views. However,
is faster, more scalable, and has a greater data retention (the statistics may still
ared pool). Note that V$SQLSTATS contains a subset of columns that appear in

But... what questions SHOULD |

1. Internal View: JUST ASK - databases are ask? s s e

text for the SQL statement exposed as a CLOB column. THe full text of a SQL statement

d eS i g n ed to a n Swe r q u eSti O n S be retrieved using this column instead of 1oinini with the VSSOLTEXT view.

SQL_ID VARCHAR2 (13) SQL identifier of the parent cursor in the library cache

a. Internal Performance Views (V$SYSSTAT,
V$SYSMETRIC, VESESSTAT, VISESMETRIC)

b. Query Log Info - transaction log data and statistics But... how can my SMEs define

c. Other - local practice, environment specific, ... (many local practice?

ere updated
d these statistics
' this cursor. Comparing one
ether or not two plans are the same (rather
itext and plan
ext and plan

L text and plan

things available, just ask)

NUMBER Number of direct reads for all cursors

BUFFER_GETS NUMBER Number of buffer gets for all cursors

with this SQL text and plan

with this SQL text and plan

2. External View: Measure App Responsiveness
a. Transaction Instrumentation
b. Synthetic Transactions

information?

ling 0rA-08177 errors, per cursor

But... how would | even collect that |......cocmmeo

ursor was brought into the library
he cursor executed, ei
first few r ced by this

d. By definition, the value of the

the value of the EXECUTTONS

LOADS NUMBER Number of times the object was either loaded or reloaded

VERSION_COUNT NUMBER number of cursors present in the cache with this SQL text and plan

bild_cursor has been

3. Host Resources But... even if | could measure that,

a. Coarse metrics: CPU, Memory, I/O \\how would | correlate the results?

sed by this cus
n FT.APIEN

lormed by parallel execution servers (0 when the statement has

by this cursor for parsing, executing, and fetching
r fo

rsor for parsing, executing, and fetching. If the
TTMR is the cuiimulative time far the anery
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Splunk Observability DB Telemetry

Consistent Models for Complete, Correlated and Extensible Collection

OpenTelemetry Open Telemetry Extensibility via
Receiver Tracing custom queries

Q + R a +a
v+ Sonicos = T context = "slow_queries"
metricsdesc = { p95_time_usecs= "Gauge metric with percentile 95 of elapsed time.",
& _— p99_time_usecs= "Gauge metric with percentile 99 of elapsed time." }
I, a . B — request = "select percentile_disc(@.95) within group (order by elapsed_time) as
a i /e - ‘ ontiren p95_time_usecs, percentile_disc(@.99) within group (order by elapsed_time) as
[ sove o | Ja} Iy o p99_time_usecs from v$sql where last_active_time >= sysdate - 5/(24*60)"
& g mnem [[metric]]
8 oo Al context = "big_queries"
W . ® O —— S ) metricsdesc = { p95_rows= "Gauge metric with percentile 95 of returned rows.",
a /\ . - ) < oepeim © 5 p99_rows= "Gauge metric with percentile 99 of returned rows." }
N A NN N N e e request = "select percentile_disc(0.95) within group (order by rownum) as p95_rows,
S S A\ S . = Traces o percentile_disc(0.99) within group (order by rownum) as p99_rows from v$sql where
& atsonctrats e s coneaisece o = last_active_time >= sysdate - 5/(24*60)"
©  Potkdtr  cheOptons  Aws  DasTabe  Eems O e . " 8 [[metric]]
Qs & Lo LA context = "size_user_segments_top10e"
@A v L] metricsdesc = {table_bytes="Gauge metric with the size of the tables in user
00 [+ i |G v oo I oo = segnents. "}
. labels = ["segment_name"]
FE e e e e e [ et request = "select * from (select segment_name,sum(bytes) as table_bytes from
QBrowse Lo user_segments where segment_type='TABLE' group by segment_name) order by table_bytes
@showtewnd e

« OOQOTB resource metrics « Transaction RED (rate, * Local practice

« focus on contention (e.g. error, duration) » Config/App Specifics
locks, queues) *  Query Time (e.g. extensions)

« Top Queries Log » Client Connection * Drives charts, alerts

* Context-correlation for ,
Host/Container splunk> m



Database Observability Entities / KPIs

Instance
System Global Area (SGA) i Maners
Resource Utilization (SGA) Shared Pool Large Pool 1O Buffer Area
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Tablespaces
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Connection Rate R <[ |
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Execution Rate ‘l T
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Resource Utilization (Query) e
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Waits / Locks 1 Files Files
Parses process | L
|

S i
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Splunk® Infrastructure Monitoring Views

Aggregate Views (Forest):

splunk>

(A

@B DZ OBDE G

&

* Optimized for IT Ops Users
* View across population - quic

identify outliers

Infrastructure

1d v Add Filter

< Service -

Oracle DB Sessions

172-31-36-225.us-west-
1.compute.internal | localhost:9161 | 92

Region us-west-1

PGA memory 1M
usage

Dashboard: Oracle DB Sessions

#Sessions | 1m Sessions by Type, Status | 3om

- R —

13 Apy

M sackground M User Active User Inactive

CPU Usage (%)  20m PGAMemory Usage (bytes)  om

#Softand Hard Parses  som

Q + 0
ClearAll  OAlerts0Active Detctors

&

Color by | PGAMemory Usage (bytes) v | Groupby | nome v | Find Outliers | off +

Resource Utilization | 10:

Jsession_id CPU PGAmemory Hardparses  Softparses  Physical reads Logical reads instance  hostname
% localhost...  ip-172:3.
% 0 598376 0 o o o localhost...  ip-1723.

localhost...  ip-172:3.

o 598376 0 o o o localhost...  ip-1723.

% o 2031812 0 o o o localhost...  ip-172-3

B 0 991592 0 o o ) localhost...  ip-1723.

% o 1173084M 0 o ) o localhost...  ip-1723

91 0 598376 0 o o o localhost...  ip-172:3.

% o 84 0 o o [ localhost...  ip-1723

localhost...  ip-1723.

) 0 598376 0 o o o localhost...  ip-1723

88 0 598376 0 o ) o localhost...  ip-172:3.

Session Activity (1 hour)

Ysession id Executes  Parses Commits  Rollbacks  ExchangeD... EnqueueDe... hostname  instance

145 218 o o o o ip172 localhost,

Single Entity Views (Tree):

* Provide Detail and Context
« Single Instance View

LS Infrastructure

a Today, 12:00am - 3:00am ¥ Add Filter

Oracle DB Sessions
Session: ip-172-31-36-225.us-west-1.compute.internal | localhost:9161 | 108

# Logical and Physical Reads Execution Rate  3m #Soft and Hard Parses =

©

)
/ i AN
- e = 134 o1:

EH] 0 20 13 Apr . — Hard Soft

CPU Usage (%)  om # Commit/Rollback  am Activity (1 hour)  zm

| session_id Executes

% 108 26,269

Resource Utilization | im Resource Utilization (24h)

Vsession id CPU PGAmemory Hardparses Softparses Physicalre... Logical read: Vsession_id CPU (avg)

108 08300000  637523M 8 4 o 0 108 06902334

Parses

PGA memo.

6111884

< Allinfrastructure ~ Service | Oracle DB Sessions v | > Session Name |ip-172-31-36-225.us-west-1.compute.internal | localhost:9161 | 108

Commits

)

Hard parses

347

Rollbacks

0

Soft parses

887

PGA Memory Usage (bytes)

Exchange D.

Physical re.

439

EnqueueD..

o

Logical reack

7901

Clear All

ABOUT THIS SESSION

v AWS Default Tags

aws_account_id

aws_architecture

aws_arn

aws_avalability_zone
aws_hypervisor
aws_image_id
aws_instance_id
aws_instance_type
aws_launch_time

aws_private_dns_name

aws_region
aws_reservation_id
aws_root_device_type

aws_state

v AWS Custom Tags

aws_tag_Name
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Q + 0
OAlerts 0 Actve Detectors

&

906383545488
x86_64
amawsiec2us-west-
1:906383545488 instance/i-

0425a5d9deb030a93

us-west-1c

ami-00008506813cea2Ta
1-0d2585¢9deb030293
tBamedium

FriMer 11 05:29:17 UTC 2022

p-172-31-36-225.us-west-

1.computednternal
us-west-1
1-049625¢3d506¢0b08
ebs

{Code: 16,Name: running}
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Transactions

* Executions _
Wait Times

Tablespace Size/Utilization

Global (SGA) Utilization

*  Processes

+ Sessions

*  Locks

* Rollback Segments

Context Metadata

Instance View

Ll Infrastructure

Q -3h v Add Filter
% < Allinfrastructure  Service | Oracle DB Instances v

Oracle DB Instances

# Tablespaces  1m

# Transactions (24...

ip-172-31-36-225.us-west-1.compute.internal (i-0d25a5d9deb030a93) | localhost:9161

v

oo
ou
® = = ~Fri8Apr 2022 11:3200 Fri 15 Apr 2022 11:32:00
Tt ,
@ Total Data Stored ... Execution Rate  3m
128
I B 122
L el entiustiantt af il -yttt
Fri 15 Apr 2022 11:32:00 10:00
Query Wait Time (ms). Tablespace Utilizatio. ..
| 60
260 |
wh n I o
s M Al
240| ",'.‘ N AL 20
- -y W »/V\I'JV UM
T ‘-———._La._
10:00 oo T
Sessions by Status, Type  3m
30
20
10
0
09:00 10:00 11:00
Commits/Rollbacks  3m
0
09:00 o 10:00
———————— ;>--———.ewmmits—.-ﬂw1|backs-——-——---

Instance: ip-172-31-36-225.us-west-1.compute.internal (i-0d25a5d9deb030a93) | localhost:9161

59.4896 %

27.9302 %

551039 %

0.148149
%

0%

Tablespace by Utilization (%)  1m

SYSTEM | PERMANENT

APEX_4824511703923673|
PERMANENT

SYSAUX | PERMANENT

USERS | PERMANENT

UNDOTBS1 | UNDO

TEMP | TEMPORARY

Fri 15 Apr 2022 11:31:00

Session Utilization (%. ..

Lock Utilization (%) ...

730.399M

374.276M

17.4981M

7.34003M

Resource Utilization

37.5000 processes

22.1899 sessions

1.03583 enqueue_locks
0.016785 max_rollback_segments

Tablespace by Size (bytes) ' 1m

SYSAUX | PERMANENT

SYSTEM | PERMANENT

USERS | PERMANENT

APEX_4824511703923673 |

PERMANENT

UNDOTBS1 | UNDO

TEMP | TEMPORARY

Fri 15 Apr 2022 11:31:00

m

sort_segment_locks

0 temporary_table_locks
k2g_locks
0 branches
09:00 10:00 Fri 15 Apr 2022 11:31:00
Query Wait Time (ms)
0
103 11:00 11:30 10:00 10:30 11:00

- tonrgurator ~ BTNT T~ ~ Sezal

Clear All

ABOUT THIS INSTANCE
v AWS Default Tags

aws_account_id

aws_architecture

aws_arn

aws_availability_zone
aws_hypervisor
aws_image_id
aws_instance_id
aws_instance_type
aws_launch_time

aws_private_dns_name

aws_region
aws_reservation_id
aws_root_device_type

aws_state

v AWS Custom Tags

aws_tag_Name

aws_tag_Project
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Q +

n

OAlerts 0 Active Detectors

906383545488

x86_64

anm: 2:us-west-
1:906383545488:instance/i-

0d25a5d9deb030a93

us-west-1c

ami-00008506813cea27a

i-0d25a5d9deb030a93

t3amedium

Fri Apr 15 06:19:33 UTC 2022

ip-172-31-36-225.us-west-
1.compute.internal

us-west-1
r-049625e3d506c0bc8
ebs

{Code: 16,Name: running}

BITS_Oracle

Built-In Technology Solutions

v Splunk Installed Agent Metadata

cloud.account.id

cloud.availability_zone

cloud platform

cloud.provider

cloudrregion

hostid

host.imageid

host.name

hosttvoe

splunk>

906383545488

us-west-1c

aws_ec2

us-west-1

i-0d25a5d9deb030a93

ami-00008506813cea27a

ip-172-31-36-225.us-west-
1.compute.internal

t3amedium

&




Session View

B Mm%

oo

& @

Infrastructure
-3h v Add Filter
< AllInfrastructure  Service | Oracle DB Sessions ¥ | > SessionName |ip-172-31-36-225. t-1 internal | 161193 ¥
Oracle DB Sessions
Session: ip-172-31-36-225.us-west-1.compute.internal | localhost:9161 | 93 Y
" -

# Logical and Physical Reads  3m Execution Rate ' 3m # Soft and Hard Parses  3m

PGA Memory Usage (bytes) ' 3m

Q + 0

Clear All _ — —OAIEts 0 Active Detectors

aws_state

v AWS Custom Tags

aws_tag_Name

aws_tag_Project

k)

{Code: 16,Name: running}

BITS_Oracle

Built-In Technology Solutions
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 Session Transaction

Rates
+ Executions
 Parses

v Splunk Installed Agent Metadata

40 1.9k i
2 2MiB
1.8k
20
\ 1.7k < 0
o 09:00 10:00 1:00 _ L ==t
09:00 10:00 11:00 09:00 10:00 11:00 e =Had— == Boftm =TT T 09:00 10:00 11:00
o T
CPU Usage (%)  3m # Commit/Rollback  3m Activity (1 hour)  2m
1 1 session_id Executes Parses Commits Rollbacks ExchangeD... Enqueue D... hostname instan:
93 57,650 52,940 0 0 0 0 ip-172-3 local
0500 0500
0 0
09:00 10:00 11:00 09:00 10:00 11:00 Fri 15 Apr 2022 1
Resource Utilization  1m Resource Utilization (24h) ' 2m
Ysession id  CPU PGAmemory  Hard parses Soft parses Physical reads  Logical reads Ysession_id  CPU (avg) PGA memory (... Hard parses Soft parses Physical reads  Logical reads
93 0 12.24101M 0 0 0 0 93 0 2,015,847 5 1,573 12 12,832
2 11:50:00 Fri 15 Apr 2022 11:50:00

corwe e 0 Process (PGA)
cloud.availability_zone us-west-1c
L ] L ] L]
Utilization
cloud provider aws
cloud.region us-west-1 I
host.id i-0d25a5d9deb030a93 [ Re ad S
hostimage.id ami-00008506813cea27a .
«  Commits
host.name ip-172-31-36-225.us-west-
1.compute.internal
* Rollbacks
hosttype t3amedium
ostype linux
v Other
AWSUniqueld -0d25a5d9deb030a93_us-west-
1.906383545488
o--""
« Context Metadata

splunk>
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Query View

Dashboards
splunk>

Oracle Database / Oracle Queries

ORACLE QUERIES

ORACLE QUERY

GD Oracle Database e ORACLE DB INSTANCES ORACLE DB INSTANCE ORACLE DB SESSIONS ORACLE DB SESSION
d“p Overrides: Filter | optional J Time { -15m
2 L

TO p N (CO n fi g u ra b I e ) : g # Monitored Queries

5m

# Long Running Queries | 5m

* Long-Running Queries & T

# Most Executed Queries  sm

Q

+ 0
(8

} Chart Resolution | ] v J Event Overlay

14

Tue 26 Apr 2022 15:50:00

* Frequently Executed Queries

_‘*~___~ Tue 26 Apr 2022 15:50:00

Tue 26 Apr 2022 15:50:00

Q 15 Minute Query Stats (Most Executed)  10s 1 15 Minute Query Stats (Longest Running) ' 10s
Q . e : : ; :
u e ry S ta tS sql_id ' Peak CPU Total Bytes ... Total Bytes ... Peak Shara... sql_fulltext instance host.name sql_id L Peak CPU  Total Bytes ... Total Bytes ... Peak Shara... sql_fulltext instance host.name
- & ayr79g4... 2.716700 - - - selectss... localhos... ip-172-3... f2tstbve... 18.59700 0 0 0 - localhos... ip-172-3...
cmb5vu2... 1.150400 0 [ 0 select /*... localhos... ip-172-3... 820qdz... 18.30590 0 ) 0 - localhos... ip-172-3...
C P U So - @ 0k8522r... 0.7425000 O 0 0 select pr... localhos... ip-172-3... 355gh2... 12.76020 0 0 0 select p... localhos... ip-172-3...
® R ~o 459f329... 0.7375000 O 0 0 selectva... localhos... ip-172-3... cutfof4... 12.72510 0 0 0 select p... localhos... ip-172-3...
S~ So @3 Ows7ahf... 0.5968000 O ) 0 - localhos... ip-172-3... bfwetrb... 2.631400 0 ) 0 SELECT ... localhos... ip-172-3...
[ ] Re a d o~ S - 06dk28... 0.4829000 O 0 0 SELECT ... localhos... ip-172-3... 5zmyy6... 1.867600 0 [ 0 = localhos... ip-172-3...
S~ ~o 5ur69at... 0.2346000 O 0 0 selectd... localhos... ip-172-3... 459f329... 0.7375000 O 0 0 selectva... localhos... ip-172-3...
° W ri te o~ Se - gmj071g...  0.1909000 O [ 0 SELECT ... localhos... ip-172-3... 06dk28... 0.4755000 O ) 0 SELECT ... localhos... ip-172-3...
~
hES - dbkwwt... 0.1418000 O 7,012,352 0 SELECT ... localhos... ip-172-3... 15j627a... 0 0 0 0 - localhos... ip-172-3...
T~ So - 6xVp6NX... 0.0770000 O ) 0 selectn... localhos... ip-172-3... 15mwg... 0 0 0 0 - localhos... ip-172-3...
L] M e m O ry S~ ~o csnp95d...  0.0496000 O 0 0 select fil... localhos... ip-172-3... fow2jkjo... - - - - - localhos... ip-172-3...
N ~ 5msérbz...  0.0207000 O [ 0 - localhos... ip-172-3... 19s40r... - - - - - localhos... ip-172-3...
Sog st ecienT tasallas PRPETIY ALecan. ek lacallan PRPEYPY
N L] [} N Tue 26 Apr 2022 15:51:10 Tue 26 Apr 2022 15:51:10
oisy Neighbors ? =
- A J
CPU Time (ms) (Most Executed) Parses (bytes) (Most Executed)  10s Physical Bytes Read (Most Executed) ... # Physical Read Count (Most Executed...
O [} L] L] [} L] ? ams ‘* 2008 ‘ 15
timization Opportunities
p . 10
° ” | il lH " \‘uwl mm (Il M il o8k )
R | \) "'\l i Hwhl |
\ I‘ ‘ h’ \ ‘ it \ ’ ‘ 0 | 0 !
» 15:40 15:45 15:50 15:40 155 15:40 15:45 15:50 15:40 15:45 16:50

splunk>
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Splunk Infra Mon Alerting

New Alert Rule - Historical Anomaly - Total Wait (milliseconds), insta... | 30m Time | -1d

® AutoDetect Patterns it o i dog et ot g & shosn o
eSustained Global Resource Utilization “ o
eSudden Change in Wait Times o PN |
eSudden Change in Lock Counts ) R o —ed

Detail View  10s

eSudden Change in Error Rates - L 1A e

13 Apr 06:00 12:00 14:00 14:05

o C u Sto m D ete Cto rS v Type Customize the settings for this alert

Alert trigger: The 20m moving average of Total Wait (milliseconds) (assumed to be cyclical over 1d periods) is more than 3 standard deviation(s) below its

eCreate Detector from Any KPI v Mt signal eteneanom s mere
. Alert Settings Simulated Events Data Table
eAdvanced Anomaly Detection

+/ Alert condition Cycle length @ 1d

Alert when @ @®Toohigh O Toolow O Too high or Too low

4. Alert settings
Trigger sensitivity @ OLow @Medium Onigh O Custom

. AI e rtS a n d N Ot I fl Ca tl O n S Auto-Clear alerts [ clear active alerts if metric time series has not reported for
5. Alert message

eSend to Email, External System (e.g. Splunk On-Call)
eNotification Preferences, Groups, Escalations & Mertreciients

7. Activate...

splunk> m



Splunk APM Correlated Views

Measured External
Performance

« Captured at SQL Client
* Inferred Service
*  RED Metrics
« Traces Impact to User
Experience
*  Quickly Identify Outliers
* Worst Case
* Percentiles
» Captures Exemplars for
Investigation

& O 98P ..FBLE:J«»-:»DE

>
T
<

0:20 P!

calart Hnannlall & £vam Hnaanlall whava Hnaanlall HEAN = 3 Timis >

-15m v prod-dbquery (1) ¥ All Workflows ¥ Services ¥ Tags v
@ Database Query Performance Database: | mysql:mysql-prod-1 ¥
Top Queries Compare to: ‘
QUERY TOTAL TIME
select "business_profiles"."id", "business_profiles"."business_id", "bu 189h 1
siness_profiles".'"created_at", "business_profiles"."person_id" from "bu 16.67min MW’WW{L MJJULM
oLl
siness_profiles" where "business_profiles"."id" = ? limit ? 8.33min 19.0nhm
0:20 PM
select ? as one from "fields" where "fields"."business_profile_id" = ? 1.3min 1
and "fields"."name" = ? and "fields"."value" = ? and "fields"."source" fM \l{ \ f
ML V\H "'ﬂ W
= ? and "fields"."reported_at" = ? limit ? 500ms 1.2min 0
12:05:20 P} -g\v“,r‘
select "business_aliases".* from "business_aliases" where "business_ali 158 1.2min
ases"."alias_id" = ? limit ? 1 N
B WW/LW L" ] \M‘"‘W 12
500ms ) .2min 1
20:20 PM
insert into views (cta_id, user_agent) values (?) ( 1.2min 1
mﬁv " "JM AU
,)\V 1.2min 8
05:20 P 12:20:20 PM
insert into "fields" ("name", "value", "source", "reported_at", "busine 1.2min
ss_profile_id", "value_json") values (?) returning "id" s wMM%wwngM&'\
: Y 1.2min 0
select distinct on (name) * from "fields" where "fields"."business_prof 1.2min 8
ile_id" = ? order by "fields"."name" asc, "fields".'"reported_at" desc wﬂw/‘h{x’ MM})’W{M‘&’
> 1.2min 1
20:20 PM
select "business_aliases".* from "business_aliases" where "business_ali 1.2min 8
ases"."business_profile_id" = ? fwﬁt’ MN‘
MV 1.2min 0

ETR ‘ Sort:

P90

Total Time  1.4min
History

Total Time ~ 85ms
History

Total Time ~ 85ms
History

Total Time ~ 85ms
History

Total Time ~ 85ms
History

Total Time ~ 85ms
History

Total Time ~ 85ms
History

S R

Total Time

v

TOTALREQ REQ/S

1k

1.1k

1.1k

1.1k

1.1k

1.1k

1.1k

1.16/s

131/

1.27/s

1.26/s

1.24/s

1.25/s

1.22/s
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Q + N

Clear All

X

Database Overview
mysql:mysgl-prod-1

Database Requests & Errors

P 7 : 9.93/s § Requests

10/ \ M/ "\ B2 A \ "A““/\//i\‘\"‘u’
0/s 1 Errors
12:05:20 PM
Database Latency
1.33min 1.4min § P99
\/ V 40.83s 1 P90
//\ \ ‘J\ o N 73ms # P50
40s v \ .
1 ||l
12:05:20 PM
&> Tag Spotlight: Request Latency e
Endpoint db.system
CartDetails 41.85s  mysql 41.85s
Workflow db.name
api:/checkout 41.85s  mysql-prod-1 41.85s
db.sql.table
GuCzI6wrkS 41.85s

db.operation

No discovered tags

splunk>



Observability : Inside out and Outside in

Two ways to measure query response, why both?

External Metrics Internal Metrics
« Correlated to Application - what is  All queries - focus on identifying the
the impact? bottlenecks
* Query Performance detalil - better * Query Detail - the why
characterization of distribution * Parses
Mean * Locks
Median - CPU/Memory
p90 - /O

p95

splunk> m
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Database Observability

SQL Databases

>
Mg?&& mANA &

Postgre SQL §QE Server MaricDB

amazon ”
RDS ”’
Cloud SQL

Other Datastores / NoSQL Platforms

l’eedis ® mongo © couctte . Brnecs Crlirieep @
cassandra
aE&IVEMQ g kafka Rahhit —yrug "z
MRabbit G::: Consul SO[F }

splunk> m
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Simple First Steps

1. Start Using Splunk Observability

2. Deploy Splunk OTel Collector (QR is link below™)
to your Host
a. onboarding script install (recommended)
b. OS packages, Mass-deployment options available

3. Configure connection to your database

a. Needs a credential to query data

4. Check out the views

a. Infrastructure Navigators
b. Dashboards
c. AutoDetect Detectors

* https://docs.splunk.com/Observability/gdi/opentelemetry/opentelemetry.html splunk> m
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Thank You

Y ] i
TR L gl

AP 1

el

splunk> m



