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This presentation may contain forward-looking statements regarding future events, plans or the
expected financial performance of our company, including our expectations regarding our products,
technology, strategy, customers, markets, acquisitions and investments. These statements reflect
management’s current expectations, estimates and assumptions based on the information currently
available to us. These forward-looking statements are not guarantees of future performance and
involve significant risks, uncertainties and other factors that may cause our actual results,
performance or achievements to be materially different from results, performance or achievements
expressed or implied by the forward-looking statements contained in this presentation.

For additional information about factors that could cause actual results to differ materially from those
described in the forward-looking statements made in this presentation, please refer to our periodic
reports and other filings with the SEC, including the risk factors identified in our most recent quarterly
reports on Form 10-Q and annual reports on Form 10-K, copies of which may be obtained by visiting
the Splunk Investor Relations website at www.investors.splunk.com or the SEC's website at
www.sec.gov. The forward-looking statements made in this presentation are made as of the time and
date of this presentation. If reviewed after the initial presentation, even if made available by us, on our
website or otherwise, it may not contain current or accurate information. We disclaim any obligation to
update or revise any forward-looking statement based on new information, future events or otherwise,
except as required by applicable law.

In addition, any information about our roadmap outlines our general product direction and is subject to
change at any time without notice. It is for informational purposes only and shall not be incorporated
into any contract or other commitment. We undertake no obligation either to develop the features or
functionalities described, in beta or in preview (used interchangeably), or to include any such feature
or functionality in a future release.

Splunk, Splunk> and Turn Data Into Doing are trademarks and registered trademarks of Splunk Inc. in the United States and other countries. All other

brand names, product names or trademarks belong to their respective owners. © 2022 Splunk Inc. All rights reserved.
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About Me

I'm a backend software engineer working on Splunk® Observability

I'm part of the on-call rotation

I'm a service owner, so | can get paged even when I'm not on-call
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What is a Runbook?

A list of steps to debug and remediate a problem, usually to be run by an on-call
engineer when they get paged

On-call engineers may not be familiar with all system components

Often a static document or wiki that must be maintained
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Runbooks the Old Way

One of the most common lines in our old runbooks:

"There are multiple reasons this detector could have triggered..."
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Runbooks the Old Way

"Is the problem happening on just one node or all nodes?"

"This can happen sometimes when a host unexpectedly restarts”

"Or maybe all threads are exhausted because of a large query"

"Database write errors can also cause this"

And of course it's a different remediation step depending on the reason!
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Runbooks the Old Way

Having multiple reasons for an alert requires looking at a different set of metrics
Often done with static (broken!) links to dashboards

Confusion == Escalation
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There Must Be a Better Way

How can we improve the on-call experience for engineers?
How can we reduce mean-time-to-resolution for incidents?

How can we reduce impact to customers?
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Introducing Interactive Runbooks

What if we could combine runbooks with the real-time
metrics available in Splunk® Observability?

Intro

DB Query Latency Runbook

When this detector triggers, it means that queries to the database are taking a long
time. This can cause charts to load slowly for customers. Follow the steps to determine
what action should be taken.

Step 1:
Set the realm filter at the top ~”” to the realm you got paged for.
Step 2:

Look at the boxes to the right ->>> Are any of the boxes red? If yes, it could mean one of
the client nodes is stuck or was recently restarted. Jump to step 5.

If all the boxes are green, continue to step 3.

Are we out of threads?

Step 3

The other common reason this detector triggers is because a customer issued a huge
query for datapoints that is using up all the threads on the client.

Look at the 2 "Threads available" charts on the right. If any of them recently showed 0
threads available, this is likely the problem. Continue to step 4.

If there haven't been any dips to O threads available, jump to step 6.

Query Latency (mean)  10s

17:00 17:10
Stuck Client?  10s

Recently Rebooted?  10s

Wed 20 Apr 2022 17:53:00

Threads available (segment pool)  10s

Wed 20 Apr 2022 17:53:00

0
17:00 17:10

17:20 17:30 17:40 17:50
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Interactive Runbooks in Summary

ncrease developer efficiency and lower stress- our on-call eng
Decrease total mean-time-to-resolution

Provide a better customer experience

Intro

MTS Transition Queue Backlog
Runbook

Messages are sent onto a kafka queue whenever MTSes become active or inactive, and
a client service consumes from this queue. The detector triggers when there are too
many messages in this queue that haven't been consumed by the client.

Step 1:

Set the sfx_realm filter at the top A** to the realm you got paged for.
Step 2:

Look at the chart to the right ->>>

This is the same metric that the detector uses. If there was a big spike up, but now the
chart s steadily going down, that's probably ok. But we need to verify that. Go to step 3.

If the chart is continuously going up, go to step 4.

Was there a burst of inactivations?

Step 3:
Look at the chart to the right ->>>

If there was a burst of inactivation messages from both quantizer paths, this usually
means a customer stopped sending datapoints for a large number of MTSes. That's fine
and it explains why the detector triggered. It' just a matter of time for the backlog to go
down.

If only one quantizer path spiked, then the spike could have been caused by a quantizer
= S

ineers love them!
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Intro

Dropped Datapoints Runbook

So you just got paged by this detector. Most of the time it's triggered by the customer
sending invalid data, but we need to double-check. Follow the steps to determine what
action should be taken.

Step 1:

Set the realm filter at the top A" to the realm you got paged for.
Step 2:

Look at the chart to the right ->>>

We have multiple redundant paths for this service. Are both paths affected or just 12 If
both paths have a spike, move to step 3. Otherwise jump to step 5.

One customer or many?
Step 3

So both paths are affected. This makes it more likely that a single customer is doing
something funny.

Look at the chart to the right. Is one customer spiking above all the others, or are all the
customers having spikes in drops at the same time?

If only one customer is affected, move to step 4. Otherwise jump to step 5.

Drops by path  1m

0.195

0.190

— quantizer-alpha

Drops per customer
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Thank You
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