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update or revise any forward-looking statement based on new information, future events or otherwise, 
except as required by applicable law.
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Agenda

• Use the Splunk® OpenTelemetry Collector for Kubernetes to send data to Splunk® 
Enterprise and Observability Cloud

• Why use Splunk® OpenTelemetry Collector for Kubernetes ?

• Useful background on the OpenTelemetry Collector 

• DEMO

• Explore some cool stuff that you can do

• Closing
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Splunk OpenTelemetry Collector for K8s
A single agent for both Splunk® Enterprise and Observability Cloud: Traces, Metrics & Logs!

 Splunk OTel 
Collector for K8s 
supports sending 
logs to Splunk® 
Enterprise and/or 
o11y
 

 OTel native logs has
  ↑↑↑ performance 

over  fluentd 
 

 OTel logs data 
model is now stable
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Performance, performance, performance
Native OTel logging offers significant benefits over Fluentd

EPS Volume
(GB/Day)

Mem Max
(MiB)

CPU Usage
(core)

SCK/fluentd 2,303 32 252 1
SOCK/fluentd 3,143 44 219 1
SOCK/otel 9,971 135 978 1

Significant events per second 
throughput improvement 

Much greater flexibility: can 
use multiple cores, which is 
not possible with fluentd
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OpenTelemetry Collector
• Architecture view • Components

• Receivers: how you get data in (can be 
push or pull-based)

• Processors: what you to do the data (e.g. 
batching, metadata, etc.)

• Exporters: how you get data out (can be 
push or pull-based)

• Extensions: things you do in the collector 
typically outside processing data (e.g. 
health check)

• Configuration is done in YAML and 
consists of two steps:
• Define component configuration
• Enable the component
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Configuration
• Configure SOCK to send data to your desired destination(s):

• Splunk® Enterprise: splunkPlatform:

token: xxxxxx

endpoint: http://localhost:8088/services/collector

• Splunk® Observability Cloud: splunkObservability:

 accessToken: xxxxxx

 realm: <realm>

• And, to use OpenTelemetry logs collection instead of fluentd:

• Splunk® Enterprise or 
Observability Cloud:

logsEngine: otel

• Splunk® Enterprise or
            Observability Cloud:                        clusterName: <clusterName>

http://localhost:8088/services/collector
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What does a payload look like?
Under the covers

{
  "timestamp": "2022-04-25T19:25:52.685386",
  "body":  "2022-04-25 19:25:52.685 1 warnings.go:70 autoscaling/v2beta2 HorizontalPodAutoscaler is deprecated in v1.23+, 
unavailable in v1.26+; use autoscaling/v2”, 
  "attributes": {
    "log.iostream": "stdout"
  },
  "resource": {
    "com.splunk.source": 
"/var/log/pods/otel_mattymo-splunk-otel-collector-k8s-cluster-receiver-785d46fxhr26_9b60d339-68be-492f-9448-be958cf74b25/otel-coll
ector/0.log",
    "com.splunk.sourcetype": "kube:container:otel-collector",
    “k8s.cluster.name”: “mattymo-microk8s-otel”
    "k8s.container.name": "otel-collector",
    "k8s.container.restart_count": "0",
    "k8s.namespace.name": "otel",
    “k8s.pod.labels.app”: “splunk-otel-collector”
    "k8s.pod.name": "mattymo-splunk-otel-collector-k8s-cluster-receiver-785d46fxhr26",
    "k8s.pod.uid": "c273b74e-2f9b-4c21-8912-20f6681ea6b3"
  }
}
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Advanced configuration

• Enable or disable particular types of telemetry 

• Process or parse multi-line logs to help understand and trouble shoot them

• Use annotations to route or filter logs from a particular namespace or pod

• Transform events -  more powerful than fluentd or Universal Forwarders

• Route logs dynamically based on their content with operators

• Add labels that can be used to enrich the log data collected 

Cool stuff you can do

Powerful!  Use at your discretion: processing costs resources at the edge. 
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It’s easy to get started!

Where to go 
from here

1. Get it running.
• Go to 

https://github.com/signalfx/splunk-otel-coll
ector-chart and deploy the Helm chart

2. Play around with routing & 
annotations - basic tools to shape 
your data.

3. Explore other operators & exporters - 
there are many levers available. 

4. Use GitHub - ask questions, open 
issues, contribute!

https://github.com/signalfx/splunk-otel-collector-chart
https://github.com/signalfx/splunk-otel-collector-chart
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