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Nick Bertram 

About Us

 6 years of Splunk experience in the Public Sector 
• DoD/Fed/Civ/IC
• SIEM SME (SIEMstress), SAML SME, Splunk SME

 Professional Services Consultant
• FRTIB/TSP
• Department of Veteran Affairs

 Senior Assigned Expert/On-Demand Consultant
• DoD, State Department, FDIC, Supreme Court VA
• I also did some private sector work here too 

6 years of Splunk experience
• Insurance/Bank/Medical/Government
– Most industry verticals, really

• Splunk SME

Splunk Team Lead - Hurricane Labs (MSSP)
• Operations manager (direction, SOP, runbooks, etc)
• Coaching/Mentoring/Customer Retention

Senior On-Demand Consultant
• Escalation and customer kick-off cases
• Automation and Procedures

 
 
 
 

Caroline McGee

Why we can speak to this
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 Brief
Agenda
 

 Our goal is targeted an 
Intermediate audience, 
covering some basics, but also 
hopefully not too far off in the 
weeds.

1. TLS Basics for a Splunk Admin
– Even your 5 year old will understand

2. Get Organized
– Be confident before you break prod

3. Parameters, Configuration, Connections, 
oh my!

– Untangle and understand TLS configuration within the 
Splunk Platform

4. Troubleshooting and Not Commonly 
Known

– Let our suffering have purpose



© 2023 SPLUNK INC.

TLS Basics
What we’re talking about

I mean if you signed up for this you probably 
have realized you’re talking about TLS
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Transport Layer Security

• The client initiating the connection retrieves the 
public key from the remote server’s certificate

• The client and server establish a shared secret
• Using the shared secret and public key, the 

client encrypts the traffic it sends to the remote 
server

• The remote server uses the private key to 
decrypt the traffic

• TLS is “one-way” by default in Splunk Platform
– For “two-way” TLS we have requireClientCert

• Until 9.0 we only have certificate authentication
• Starting in 9.0 we have hostname validation

– SVD-2022-0603

Oversimplified

https://www.splunk.com/en_us/product-security/announcements/svd-2022-0603.html
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Parts of TLS

Signs 
Intermediate 

CSR*

Intermediate 
Certificates

Root 
Certificates

Certificate 
Signing 

Requests 
(CSR)

Leaf 
Certificates Private Keys

Signs Leaf 
CSR*

Becomes a 
certificate 

when signed

Represent a 
server or 
servers

Decrypt data 
or sign CSR

* Generally speaking. Though roots can sign leafs directly, and intermediates can sign other intermediates
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Parts of TLS

 Issuer certificates & certificate authorities
• The terms “issuer certificate” and “certificate 

authority” are often used interchangeably.
– But really, the CA is the team or organization in charge of 

the issuer certificates

• These are your root and intermediate 
certificates. They don’t represent a system or 
set of systems; instead they represent a trusted 
authority on verification. 

• A root certificate is most often used to issue 
intermediate certificates, and then the 
intermediate is used to issue leaf (client/server) 
certificates
– Root > Intermediate > Leaf

 Leaf certificates
• They are often referred to as client or server 

certificates.
• Leaf means that the certificate is unable to sign 

any additional certificates.
• Server certificates are used when “someone will 

initiate a connection to me”. 
• Client certificates are used when “I’m going to 

initiate a connection to someone that will require 
I present a certificate for authentication 
purposes”. 

Definitions you need to know
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The “Trust” of Certs
Royalty free, and Legal approved
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Parts of TLS

 Public & Private Keys
• Public keys are used to encrypt the traffic

– This is automatically generated as part of the TLS 
handshake since it’s embedded in the certificate.

– You do not manage/configure these

• Private keys are used to decrypt the traffic
– They will be generated and used to create the CSR
– You do manage/configure these. 

 Certificate Signing Request (CSR)
• The CSR must be signed by an issuer 

certificate in order to become a leaf 
(client/server) certificate.

• A CSR contains information about a specific 
server or subset of servers. 

• Typically you as the application owner will 
generate the CSR, then provide it to someone 
who manages the CA to sign it. 
– Once they sign it, they will send you back the certificate 

which you can then use on the server.

Continued



© 2023 SPLUNK INC.

Splunk .conf23 Template  |  TMPLT-FY23-101  |  v1

A Matter of Trust
'Cause it's always been a matter of trust
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What it Looks Like
-----BEGIN CERTIFICATE-----
MIIEOTCCAiGgAwIBAgIJAL3LsMxKn0ZWMA0GCSqGSIb3DQEBBQUAME
0xCzAJBgNVBAYTAlVTMQswCQYDVQQIDAJUWDERMA8GA1UECgwITmlj
ayBMdGQxHjAcBgNVBAMMFU5pY2tzIEludGVybWVkaWF0ZSBDQTAeFw
0yMzAyMDgyMTA4NDJaFw0yNDAyMDgyMTA4NDJaMFAxCzAJBgNVBAYT
AlVTMQswCQYDVQQIDAJUWDEPMA0GA1UEBwwGQXVzdGluMQ4wDAYDVQ
QKDAVTaGFtdTETMBEGA1UEAwwKZm9yd2FyZGVyczCCASIwDQYJKoZI
hvcNAQEBBQADggEPADCCAQoCggEBAK8+xL0CEZxmmXp6Cu8Vyy60XT
geQUZh
-----END CERTIFICATE-----

UNENCRYPTED (no sslPassword)
-----BEGIN PRIVATE KEY-----
MIIEvgIBADANBgkqhkiG9w0BAQEFAASCBKgwggSkAgEAAoIBAQ
CvPsS9AhGcZpl6egrvFcsutF04HkFGYXvTvUN4QAXoFtCHvh4L
3a7MIzLXrrjy7Q3w8kvhUnSS9Xi1FAKN+QLei6f/ShrPXEKv7I
i+35PNvTbwB6lZCoSs31QTM69EEphn7vddyc1e8H0SXV3kscu3
PT2JUoE/WnechyeQ6P42KmDKQh23PZpREfh2ZVi+zEpu++Dk20
7/iHXJ+ke6EuDzOs5b6s4Z82d79++l
-----END PRIVATE KEY-----

ENCRYPTED (requires sslPassword)
-----BEGIN RSA PRIVATE KEY-----
MIIEvgIBADANBgkqhkiG9w0BAQEFAASCBKgwggSkAgEAAoIBAQ
CvPsS9AhGcZpl6egrvFcsutF04HkFGYXvTvUN4QAXoFtCHvh4L
3a7MIzLXrrjy7Q3w8kvhUnSS9Xi1FAKN+QLei6f/ShrPXEKv7I
i+35PNvTbwB6lZCoSs31QTM69EEphn7vddyc1e8H0SXV3kscu3
PT2JUoE/WnechyeQ6P42KmDKQh23PZpREfh2ZVi+zEpu++Dk20
7/iHXJ+ke6EuDzOs5b6s4Z82d79++l
-----END RSA PRIVATE KEY-----

Certificates                                                         Private Keys
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What Makes a Certificate Valid?
Server

Issuer Not 
Before/After Subject CN x509v3 SAN

That we trust That covers 
today's date

That does not 
match the 
issuer CN

That covers 
how the server 

will be 
connected to 

(IP, FQDN, etc)
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What Makes a Certificate Valid?
Client

Issuer Not 
Before/After Subject CN x509v3 SAN

That we trust That covers 
today's date

That does not 
match the 
issuer CN

SAN doesn’t 
matter on a 
client as of 
version 9.0
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© 2023 SPLUNK INC.

 Let’s Get 
Organized
 Your room won’t clean itself

 1. Determine where you want to use TLS
2. Map out what certificates you’ll need
3. Verify your chain and certificate validity
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A Foreword About Splunk® Cloud

• This presentation is focused on-prem Splunk Platform (Enterprise/Universal Forwarder), and you 
will almost always have on-prem components even if you’re running Splunk Cloud
– Deployment Server, Heavy Forwarder, Intermediate Heavy/Universal Forwarder
– On-prem also includes customer controlled Cloud (Azure, AWS, GCP, etc)

• The primary concepts and configurations do not change

• If dual forwarding or using Federated Search; You must combine the Splunk Cloud CA’s with your 
On-prem CA’s into a single sslRootCAPath
– This means you must place it in an app that will take precedence over the sslRootCAPath set by your 100_stack_splunkcloud UF 

credential package.
– Splunk Cloud CA file is “stack_cacert.pem” within 100_stack_splunkcloud/default

• You can not change any TLS settings or use your own certificates in Splunk Cloud.
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A Foreword About Splunk® Cloud
Function UF (OP) HF (OP) Intermediate (OP) DS (OP) SH (OP) IDX (OP) Splunk Cloud

Management Your App Your App Your App Your App Your App Your App Splunk 
Controlled

S2S Data->OP Your App Your App Your App Your App Your App

S2S Data->Cloud Splunk UF 
Package**

Splunk UF 
Package**

Splunk UF 
Package**

Splunk UF 
Package**

Splunk 
Controlled

S2S 
Data->Int->Cloud

Your App Your App Your App + Splunk 
UF Package**

Your App Your App Splunk 
Controlled

Web Your App Your App Your App Your App Your App Your App Splunk 
Controlled

Federated Search Your App** Your Config 
(GUI)

* OP = On-prem or customer controlled Cloud
** You must include Splunk Cloud CA in sslRootCAPath
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Step 1 - Determine Where You’ll Use TLS

Management Data Web KVStore Replication

1
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Where TLS is Used
• Management

– Encrypted by default
– How Splunk Platform instances talk to each other
– How third parties talk to Splunk
– How users/scripts can interact with REST API

• Data
– Splunk-to-Splunk (s2s) - Not encrypted by default*

- How Splunk Platform forwards data (by default) to another 
Splunk instance

– httpout - Encrypted by default**
- Can be used to forward data from UF to HF/IDX

– HEC - Encrypted by default
- Used for HTTP data into Splunk Platform
- Re-uses Management serverCert by default

– API (modular/scripted input) - Depends on code
- Generally going to be HTTPS out to a third party

• Web
– Not encrypted by default*
– Used to access the Splunk Platform GUI

• KVStore
– Encrypted by default
– Re-uses Management TLS settings by default

- Unless you’re FIPS…

• Replication (IDX/SH Cluster)
– Not encrypted by default
– Used for various functions of the cluster among peers
– Indexer Bucket Replication, KO Replication, etc.

Never all-or-nothing 

* Splunk Cloud does encrypt these by default, not manageable by customer
** Only because it sends to Enterprise HEC which is encrypted by default, we don’t “enable” it on the forwarder.
Ref: https://docs.splunk.com/Documentation/Splunk/latest/Security/AboutsecuringyourSplunkconfigurationwithSSL 

1

https://docs.splunk.com/Documentation/Splunk/latest/Security/AboutsecuringyourSplunkconfigurationwithSSL
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https://docs.splunk.com/Documentation/Splunk/latest/Security/AboutsecuringyourSplunkconfigurationwithSSL

Let’s Map It Out
Direction of traffic is critical to understand

1



© 2023 SPLUNK INC.

Splunk .conf23 Template  |  TMPLT-FY23-101  |  v1

One for each Splunk 
Enterprise System

One for all Universal 
Forwarders

For each Server and 
Forwarder certificate

Server 
Certificate

Single 
Forwarder 
Certificate Private Key

For those certificates 
and any other Splunk 
Platform you connect 

to

All Issuer 
Certificates

What we need

2

Step 2 - Gather Your Certs
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Gather Your Certs
• Each Splunk® Enterprise server in your 

environment needs a certificate
– Plus it’s private key
– These need a subject alternative name (SAN) list that 

match the server (IP, hostname, FQDN)
– Intermediate UF’s, too

• A single “forwarder” certificate used for data 
forwarding and management on UF’s
– Plus it’s private key
– Can be used for data forwarding on Enterprise as well
– The client certificate does not need to match (SAN/CN) the 

server it resides on. We only need to trust who signed it.

• We only need one certificate for a server and it will 
be used for all TLS functions on that system.
– If you have a genuine reason to use a different certificate for 

each function (I.E., Web vs data vs management) that is totally 
supported, just more admin overhead

• The issuer certs for the following:
– All Enterprise certificates in your environment
– The single forwarder certificate
– Other environments you connect to by a Splunk Initiated 

Connection:
- Data forwarding to any other Splunk Platform environments or 

third parties using TLS
- Management connection to any other Splunk Platform 

environment
• I.E. Federated Search

Take inventory

2
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Deployment Considerations
• For Enterprise, choose a strategy for certs

– Wildcard (on the SAN), can only wildcard the leftmost 
subdomain
- Valid: *.splunk.com, *.idx.splunk.com
- Invalid: host.*.splunk.com, *.*.splunk.com

– Multi-host (on the SAN)
– Individual
– A mix of the above

• Wildcards and multi-host can be bundled in an 
app and deployed

• Individual certs must be placed manually on 
each server
– You can place the certs into same location (not in an app!) 

on each box manually, then use an app from the DS that 
points to that location
- I.E., manually place the cert in 
$SPLUNK_HOME/etc/auth/mycert.pem, then in an app 
deployed via DS, serverCert would be set to that path

• Avoid setting a passphrase on your private keys
– You can not use requireClientCert if you have a 

passphrase on your keys!
– If using a passphrase:

- You must set the sslPassword directly in 
etc/system/local/server.conf for [sslConfig]. 

- It can not be set in an app.
-This does not apply to other conf files like inputs, 

outputs, or web.
– If you think a passphrase on the keys is more secure…

Anyone with access to view the private key would also have 
the ability to decrypt the sslPassword, get the passphrase, 
and view the private key

– If you have a genuine requirement to do so, go for it, just 
understand it increases administrative overhead and adds 
another failure point

The type of certificate affects how you can configure it in Splunk Platform

2
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Policy Considerations
• What security policies do you need to consider?

–  Key generation, TLS version, ciphers, use of SAN
– Are wildcards allowed? Multi-host SAN?

- Watch out if you’re on a shared domain with other teams!
– Are you using FIPS?

• Who manages certificates in your organization?
– Do they require that you provide the CSR?
– Do they have any special requirements? 
– Can it be signed with an internal CA or does it need a 

publicly-trusted CA ($$)?
– If no one manages certs, can you make your own CA?

• Remember, in the end all we need
– A server certificate with its corresponding private key
– The issuer certificate(s) for the above certificate

• Some current best practices to consider
– For private key generation, use RSA w/ AES256 with at 

minimum 2048 key length
– Server/client certs should have an expiry of less than 365 days
– Private keys should ideally not leave the server(s) they were 

generated for 
– You’re going to break this rule, so aim for “only put private 

keys on the systems they’re intended for or the mechanism of 
deployment”

– Monitor all your certificates for expiry, act well before this 
happens!

Find who’s responsible

 Never put the private key for the issuers in Splunk Platform.

2
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Placing the……

• In a single file, place (in order)
– The certificate
– The private key specific to that certificate

• Put nothing else in this file! No issuers!
• Name these files in a way that makes sense

• Put all the issuer certificates into a single file, 
one after the other. 

• Put nothing else in this file! No server/clients certs or private keys!
• Intermediates at the top, followed by roots at the bottom. 
• You can add comments above each certificate line 

- I’d recommend adding the Subject+Issuer above each certificate block

server/clientCert sslRootCAPath

Glue your files together

2
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Step 3 - Verify You Have Everything 

Ensure the certificate is 
valid

Ensure the private key 
matches the certificate

Ensure your CA bundle 
verifies the certificate

Certificate Private Key Issuer Certificates

Do this right and you’ll be home before 5

3
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Verify You Have Everything 

• View the certificate 
– Verify the Subject, Issuer, Validity, and SAN
– openssl x509 -noout -text -in certificate_here

• Verify you have the correct private key 
– The modulus must match
– openssl x509 -noout -modulus -in certificate_here | openssl 

md5
– openssl rsa -noout -modulus -in certificate_here | openssl 

md5 
– Remember, your “certificate_here” at this point should be 

the certificate followed by the private key. 
– You must run both commands against the same file

• Verify you have the full chain
– A non-OK status is a show stopper
– openssl verify -CAfile ca_here certificate_here
– Get the order correct, do not flip ca_here and 

certificate_here

• (Optional) View all the issuer certificates
– openssl crl2pkcs7 -nocrl -certfile combined_ca.pem | 

openssl pkcs7 -print_certs -noout
– This is more of a handy command so you can easily see all 

of the certs inside of the CA

3

Do this right and you’ll be home before 5
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Verify (Optional)

• Test TLS Connectivity

– openssl s_client -connect host:port

– openssl s_client -CAfile /path/here/cabundle.pem -connect host:port

• View the certificates of a remote host (verify your change)

–  openssl s_client -showcerts -connect host:port

Some extras after you’ve configured Splunk Platform

3
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Verify Server Cert
It should look like this

3
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Verify Your CA File
Your CA file should look something like this

3
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Verify the Certs Are Valid
openssl x509 -noout -text -in certificate_here

CN, Validity, Subject, SAN by your powers combined… I AM VALID CERT!

3
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Verify the Correct Private Key
openssl x509 -noout -modulus -in certificate_here | openssl md5

openssl rsa -noout -modulus -in certificate_here | openssl md5 

Wrong key = won’t work

3
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Verify All the Issuers Are There

openssl verify -CAfile ca_here certificate_here

Missing issuers will make verification fail later

3
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Verify the Issuer Certificate
openssl crl2pkcs7 -nocrl -certfile combined_ca.pem | openssl pkcs7 -print_certs -noout

You should see all the issuer certificates you expect

3
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 Configuration 
Files
 Not so hard after all

 1. Parameter Definitions & Locations
2. TLS Verification
3. Config Templates
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Cert Parameters

When I receive a 
connection, this is the 

certificate I will present to 
the client.*

When I establish a 
connection, this is the 

certificate I will present to 
the remote server.

This is the collection of 
issuer certificates that I 

trust. I'll refer to this 
bundle when validating a 

TLS connection.

serverCert clientCert sslRootCAPath

The core pieces

* Be aware that serverCert is also… the client certificate for requireClientCert as clientCert only exists for outputs
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What Goes Where
Function Config File Stanza Client Parameter 

(requireClientCert)
Server Parameter

Management server.conf [sslConfig] serverCert serverCert

Web web.conf [settings] serverCert for Splunkd
Browser for GUI

serverCert + 
privKeyPath

Data Forwarding (s2s) outputs.conf [tcpout:<name>] clientCert

Data Receiving (s2s + tcp/udp) inputs.conf [SSL] serverCert

Replication (SH/IDX Cluster) server.conf [replication_port-ssl://<port>] serverCert serverCert

HEC [defaults to Management] inputs.conf [http] serverCert

KVStore [defaults to Management] server.conf [kvstore] serverCert serverCert

Certificate Authority [everything] server.conf [sslConfig] sslRootCAPath sslRootCAPath
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TLS Verification Parameters
• sslVerifyServerCert - When I initiate a connection, 

I’ll check if whoever issued the certificate being 
presented to me is in my sslRootCAPath. I will not 
verify if they are who they say they are.
– Client—>Server

• sslVerifyServerName - When I initiate a 
connection, I’ll check if how I’m connecting to the 
server is on the SAN list of the certificate being 
presented to me. I will also challenge them to 
prove they are who they say they are.
– Client—>Server
– Requires sslVerifyServerCert=true + version 

9.x+

• requireClientCert - When I receive a connection, the 
client must present a certificate to me. I’ll check if 
whoever issued the certificate is in my sslRootCAPath. I 
will not verify if they are who they say they are.
– Client<--[return traffic]--Server

• ssl*NameToCheck - When I establish a connection, I'll 
look at the [CN/SAN] of the certificate being presented 
to me and check if it matches the [CN/SAN] I require. I 
will not verify if they are who they say they are.
– Client—>Server

- Requires sslVerifyServerCert=true
– Client<--[return traffic]--Server 

- Only with requireClientCert=true
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TLS Verification Direction
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Before You Deploy

• Break the deployment up into two stages:
– First, enable TLS
– Second, enable verification [if desired]

• Use a single CA file for your entire environment, don’t overcomplicate things
– Remember if you’re dual forwarding (I.E., Splunk® Cloud) you may need another set of issuers 

appended to your sslRootCAPath

• Triple check all file paths

• Optional: Consider opening a port for non-TLS and TLS data forwarding

Test as much beforehand as possible
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Before You Deploy

These next slides are not copy-paste templates. These are to show you 
the stanzas and the settings you are generally going to be configuring. 

Refer to the spec sheets for full configuration options if you need 
something specific like version or cipher or timeouts.

We can’t stress this enough, if you turn on verification before certs are deployed, you will break 
everything. Seriously. Do not just copy paste the following slides into your environment.
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Management

server.conf

[sslConfig]
sslRootCAPath = $SPLUNK_HOME/etc/apps/000_enterprise_tls/certs/ca_certs.pem
serverCert=  $SPLUNK_HOME/etc/apps/000_enterprise_tls/certs/server_cert.pem
sslVerifyServerCert= true
sslVerifyServerName = true
requireClientCert = true
## Password must be set in $SPLUNK_HOME/etc/system/local (except for IDX Cluster)
sslPassword = 

Example solely for illustration. Do not use in real environments.
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Web

web.conf

[settings]
enableSplunkWebSSL = true
## Do not use $SPLUNK_HOME in web.conf!
serverCert= /opt/splunk/etc/apps/000_enterprise_tls/certs/server_cert.pem
privKeyPath = /opt/splunk/etc/apps/000_enterprise_tls/certs/server_cert.key
sslPassword = 

Example solely for illustration. Do not use in real environments.
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Data Receiving/Forwarding

inputs.conf

[splunktcp-ssl:9996]
disabled = 0

[SSL]
serverCert= 
$SPLUNK_HOME/etc/apps/000_enterprise_tls/certs/serv
er_cert.pem

sslPassword = 
requireClientCert = true

outputs.conf

[tcpout]
defaultGroup = primary_indexers

[tcpout:primary_indexers]
server = idx1:9996, idx2:9996
clientCert= 
$SPLUNK_HOME/etc/apps/000_splunk_forwarding_tls/ce
rts/forwarder_cert.pem

sslPassword =
sslVerifyServerCert= true
sslVerifyServerName = true

Example solely for illustration. Do not use in real environments.
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Replication (SH/IDX Cluster)

inputs.conf

[replication_port-ssl://<port>]
serverCert = $SPLUNK_HOME/etc/apps/000_enterprise_tls/certs/server_cert.pem
sslPassword = 
requireClientCert = true

Example solely for illustration. Do not use in real environments.
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HEC

inputs.conf

[http]
enableSSL = 1
# Not needed if you already set serverCert in server.conf under [sslConfig]
serverCert= $SPLUNK_HOME/etc/apps/000_enterprise_tls/certs/server_cert.pem
sslPassword =
# Be careful setting this to true for HEC
requireClientCert = false

Example solely for illustration. Do not use in real environments.
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KVStore

server.conf

[kvstore]
# Not needed if you already set serverCert in server.conf under [sslConfig]
serverCert= $SPLUNK_HOME/etc/apps/000_enterprise_tls/certs/server_cert.pem
sslPassword =
requireClientCert = true
sslVerifyServerCert= true
sslVerifyServerName = true

Example solely for illustration. Do not use in real environments.
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Aftercare & Troubleshooting
It’s a happy little accident
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After You Deploy

• Connect to each port and verify you see the new cert showing up
– openssl s_client -quiet -CAfile /path/here/cabundle.pem -connect host:port

• Check internal logs for issues (see next slide)

• Set up monitoring or calendar reminders for certificate expiry
– Remember, it’s industry practice to rotate your private keys yearly

Check your work
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When You Have Trouble Trusting

• index=_internal component=

– TcpOutputFd

– TcpInputProc

– TcpInputConfig

– SSLCommon

– X509Verify
 

• Misconfiguration

• Missing Issuers from sslRootCAPath

• Wrong Private Key or sslPassword

• Failing Hostname Validation

• Failing requireClientCert challenge

• Version and Cipher Mismatch

Where to Look What to Look For
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Missing clientCert
Client: 

TcpOutputFd [3632 TcpOutEloop] - Read error. 
Connection reset by peer

SSLCommon [4685 parsing] - Can't read key file 
/opt/splunkforwarder/etc/system/local/cert2.pem 
SSL error code=33558530 
message="error:02001002:system library:fopen:No 
such file or directory"

Server: 

TcpInputProc [25571 FwdDataReceiverThread] - Error 
encountered for connection from src=1.2.3.4:42860. 
error:140760FC:SSL 
routines:SSL23_GET_CLIENT_HELLO:unknown protocol

Problem

• Missing clientCert in outputs.conf

• Typo to location of cert file

Fix

• Add clientCert to outputs.conf

• Correct file path
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Missing serverCert
Client: 

TcpOutputFd [4552 TcpOutEloop] - Connect to 
1.2.3.4:9997 failed. Connection refused

Server: 

TcpInputConfig [1832 TcpListener] - SSL context 
cannot be created due to missing required 
serverCert parameter from [SSL] stanza. Will not 
open splunk to splunk (SSL) IPv4 port 9997

Problem

• Missing serverCert in inputs.conf

• Typo to location of cert file

Fix

• Add serverCert in inputs.conf

• Correct file path
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Missing Issuers
Client: 

X509Verify [4025 TcpOutEloop] - Server  X509 
certificate (CN=idx1,O=Shamu,L=Austin,ST=TX,C=US) 
failed validation; error=20, reason="unable to get 
local issuer certificate"

SSLCommon [4025 TcpOutEloop] - Received fatal SSL3 
alert. ssl_state='error', 
alert_description='unknown CA'.

TcpOutputFd [4025 TcpOutEloop] - Connection to 
host=1.2.3.4:9997 failed. sock_error = 0. SSL 
Error = error:14090086:SSL 
routines:ssl3_get_server_certificate:certificate 
verify failed

Problem

• FWD doesn’t trust the serverCert
 of IDX

Fix

• Add issuer of IDX serverCert to 
sslRootCAPath on FWD

• Verify sslRootCAPath file path
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Hostname Validation Fail
Client: 

X509Verify [4220 TcpOutEloop] - Server X509 
certificate (CN=idx1,O=Shamu,L=Austin,ST=TX,C=US) 
failed validation; error=64, reason="IP address 
mismatch"

05-30-2023 20:00:33.627 +0000 WARN  SSLCommon 
[4220 TcpOutEloop] - Received fatal SSL3 alert. 
ssl_state='error', alert_description='bad 
certificate'.

05-30-2023 20:00:33.627 +0000 ERROR TcpOutputFd 
[4220 TcpOutEloop] - Connection to 
host=1.2.3.4:9997 failed. sock_error = 0. SSL 
Error = error:14090086:SSL 
routines:ssl3_get_server_certificate:certificate 
verify failed

Problem

• FWD doesn’t trust the serverCert
 of IDX

Fix

• Update outputs.conf URI to use a value 
on the SAN of IDX serverCert

• Re-generate certificate if SAN is wrong
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requireClientCert Fail
Client: 

SSLCommon [3765 TcpOutEloop] - Received fatal SSL3 
alert. ssl_state='SSLv3 read server session ticket 
A', alert_description='unknown CA'.

Server: 

SSLCommon [28787 FwdDataReceiverThread] - Received 
fatal SSL3 alert. ssl_state='error', 
alert_description='unknown CA'.

TcpInputProc [28787 FwdDataReceiverThread] - Error 
encountered for connection from src=1.2.3.4:40126. 
error:14089086:SSL 
routines:ssl3_get_client_certificate:certificate 
verify failed 

Problem

• IDX doesn’t trust the clientCert 
of FWD

Fix

• Add issuer of FWD clientCert to 
sslRootCAPath on IDX

• Verify sslRootCAPath file path
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Missing Private Key
Client: 

TcpOutputFd [4552 TcpOutEloop] - Connect to 
1.2.3.4:9997 failed. Connection refused

Server: 

SSLCommon [4476 TcpListener] - Can't read key file 
/opt/splunk/etc/system/local/cert.pem SSL error 
code=151441516 message="error:0906D06C:PEM 
routines:PEM_read_bio:no start line"

TcpInputConfig [4476 TcpListener] - SSL server 
certificate not found, or password is wrong - SSL 
ports will not be opened

Problem

• IDX doesn’t have private key in 
serverCert

Fix

• Add private key to bottom of 
serverCert file
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Wrong Private Key
Client: 

TcpOutputFd [4552 TcpOutEloop] - Connect to 
1.2.3.4:9997 failed. Connection refused

Server: 

SSLCommon [5555 TcpListener] - Can't read key file 
/opt/splunk/etc/system/local/cert.pem SSL error 
code=185073780 message="error:0B080074:x509 
certificate routines:X509_check_private_key:key 
values mismatch"

TcpInputConfig [5555 TcpListener] - SSL server 
certificate not found, or password is wrong - SSL 
ports will not be opened

Problem

• IDX has incorrect private key in 
serverCert

Fix

• Replace private key at bottom of 
serverCert file
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Wrong sslPassword
Client: 

TcpOutputFd [4552 TcpOutEloop] - Connect to 
1.2.3.4:9997 failed. Connection refused

Server: 

SSLCommon [6907 TcpListener] - Can't read key file 
/opt/splunk/etc/system/local/cert.pem SSL error 
code=101077092 message="error:06065064:digital 
envelope routines:EVP_DecryptFinal_ex:bad decrypt"

TcpInputConfig [6907 TcpListener] - SSL server 
certificate not found, or password is wrong - SSL 
ports will not be opened

Problem

• Wrong sslPassword set 
for serverCert

Fix

• Correct/Add sslPassword

• Remove passphrase from key
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Mismatched sslVersion
Client: 
SSLCommon [4946 TcpOutEloop] - Received fatal SSL3 
alert. ssl_state='error', alert_description='protocol 
version'.

TcpOutputFd [4946 TcpOutEloop] - Connection to 
host=1.2.3.4:9997 failed. sock_error = 0. SSL Error = 
error:14077102:SSL 
routines:SSL23_GET_SERVER_HELLO:unsupported protocol

Server: 
SSLCommon [13047 FwdDataReceiverThread] - Received 
fatal SSL3 alert. ssl_state='error', 
alert_description='handshake failure'.

TcpInputProc [13047 FwdDataReceiverThread] - Error 
encountered for connection from src=1.2.3.4:52192. 
error:1408A0C1:SSL routines:ssl3_get_client_hello:no 
shared cipher

Problem

• FWD requires TLS1.2, IDX require TLS 
1.0

Fix

• Correct sslVersions list on one or
 both sides of the connection
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Mismatched cipherSuite
Client: 
SSLCommon [5079 TcpOutEloop] - Received fatal SSL3 
alert. ssl_state='SSLv2/v3 read server hello A', 
alert_description='handshake failure'.

TcpOutputFd [5079 TcpOutEloop] - Connection to 
host=1.2.3.4:9997 failed. sock_error = 0. SSL Error = 
error:14077410:SSL 
routines:SSL23_GET_SERVER_HELLO:sslv3 alert handshake 
failure

Server: 
SSLCommon [15541 FwdDataReceiverThread] - Received 
fatal SSL3 alert. ssl_state='error', 
alert_description='handshake failure'.

TcpInputProc [15541 FwdDataReceiverThread] - Error 
encountered for connection from src=1.2.3.4:59976. 
error:1408A0C1:SSL routines:ssl3_get_client_hello:no 
shared cipher

Problem

• FWD and IDX can’t agree on 
a cipher suite

Fix

• Add list of appropriate ciphers to 
cipherSuite



© 2023 SPLUNK INC.

The Lesser 
Known Stuff
Hope it’s ‘never known’ to you



© 2023 SPLUNK INC.

Splunk .conf23 Template  |  TMPLT-FY23-101  |  v1

Unexpected Behavior

• You can not use this setting if you set a 
passphrase on the private key of any 
connecting client 

• Remember that Splunk Web is a client 
of Splunkd

 

• You must configure the [kvstore] stanza 
explicitly with these two settings at 
minimum:

– serverCert

– sslPassword (even if set to blank 
value)

 requireClientCert  FIPS KVstore
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App Browser

• You must append $SPLUNK_HOME/etc/auth/appsCA.pem to your 
sslRootCAPath in server.conf 
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Indexer Discovery

• Forwarder - server.conf - [sslConfig] - sslVerifyServerCert = true
– Applies to the Cluster Manager connection

• Forwarder - outputs.conf - [tcpout:<name>] - sslVerifyServerCert = true
– Applies to the connection to the indexer (not CM).
– Regardless of what URI’s you have configured, IP is what will be used to connect to the 

indexers. You must have IP address in the SAN list for the cert on the indexer.
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Now Go! 

Determine where you’ll use TLS
 Everything or individual functions?

Gather your certs, private keys, and issuers
 Consider how they’ll be deployed

Enable TLS
 First in Dev/Test, then Prod

Enable Verification
 First in Dev/Test, then Prod4

3

2

1
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Need more?
Go check out the Lantern Documentation by Nick!

https://lantern.splunk.com/Splunk_Platform/Product_Tips/Administration/Securing_the_Splunk_platform_with_TLS 

https://lantern.splunk.com/Splunk_Platform/Product_Tips/Administration/Securing_the_Splunk_platform_with_TLS
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“If Nobody Asked 
Questions, Then 
We Would Never 
Learn Anything.”
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Thank You


